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Abstract The paper applies the Double Vision Computing paradigm from the author's 1995 paper with a new overview to multimedia chips. Design

Techniques with <object coobject> pairs and multiagents applied with Morph Gentzen computing are presented. The techniques are applied to design spacecraft control and navigation systems with multiagent AI, defined on the visual field interfaces. Multimedia muliagent intelligent chips are outlined in brief. The areas overviewed are Precomputed video-object composition and combination for computing with video-chip Smart Pixels; Mobile Multimedia Communication and computation by multimedia video-object languages and Smart Pixel Chip-compliable Visual-object computing algorithms.
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1. Introduction
The term "agent" has been recently applied to refer to constructs that enable computation on behalf of an activity. It also refers to computations that take place in an autonomous and continuous fashion, while considered a high-level activity, in the sense that its definition is software and hardware implementation, independent. For example, in mission planning [Fik-Nils 71, Gennesereth-Nilsson-87,Nourani-91b] or space exploration, an agent might be assigned by a designed flight system [Nourani-91a] to compute the next docking time and location, with a known orbiting spacecraft. Agents are in most cases informable, thus allowing message passing actions. Software agents are specific agents designed by a language that carry out specified tasks and define software functionality. Most agents defined by our examples are software agents. In the space examples there, of course, implied hardware functionality specified. During a series of seminars at the Edith Cowan University [Nourani 1998] proposed new computing techniques for multimedia with agents where "Intelligent Chips" and "Chip Agents' were introduced.  The present paper applies the new computing basis to design autonomous vision computing spacecrafts and multiagent multimedia planned vehicles. Intelligent multimedia [Nourani 1996] is applied combined with smart pixel technology to introduce Intelligent Pixel Visual computing with intelligent objects.   

2.  Computation and Processesors 

Intel's Itenium processors are starts to design Java based computing with visual objects. 

The author's visual computing with agent JAVA. The term "agent" has been applied to refer to AI constructs that enable computation on behalf of an AI activity. It also refers to computations that take place in an autonomous and continuous fashion, while considered a high-level activity, in the sense that its definition is software and hardware implementation, independent  (Nourani 1991a). For example, in mission planning (Genesereth-Nilsson 1987,Nourani-1991b) or space exploration, an agent might be assigned by a designed flight system (Nourani-1991a) to compute the next docking timexe "docking time" \i and location, with a known orbiting spacecraft. Intelligent agents are software entities that assist people and act on their behalf. Intelligent agents can automate the retrieval and processing of information.  Software agentsxe "Software agents" \i are specific agents designed by a language that carry out specified tasks and define software functionality. Most agents defined by our examples are software agents. In the space applications we have had, of course, hard are functionality is specified for chip agents. Hence there are computing models with which agents might be applied the software counterpart to transistors and microchips. The example depicted by figure 1 is from our double visionxe "double vision" (Nourani 1995c) and spatial computing projects. The visual field is represented by visual objects connected with agents carrying information amongst objects about the field, and carried onto intelligent trees for computation. Intelligent trees compute the spatial field ixe "spatial field i" \information with the diagram functions. The trees defined have function names corresponding to computing agents. The computing agent functions have a specified module defining their functionality. 
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Figure 1. Visual Agents and Objects

A Multimedia AI System

Intelligent Multimedia is not mere AI techniques for manipulating independent multimedia interfaces. It is an entire new computing paradigm with a computing logic and foundations being developed.  It is to be applied with multimedia interfaces to areas ranging from virtual reality tangible mediaxe "tangible media" \i and multimedia learning with interactive media, to television programming, telecommunications media, business and financial computing to multimedia commerce. It is further a development to the foundations to human thinking and learning Modern graphical interfacexe "graphical interface" \i techniques and explicit support for the user's problem-solving activities can be managed with IM. The area for which the chapter starts on a foundation for is what is bound to be applied at dimensions and computing phenomena unimagined thus far, yet inevitable with the emerging technologies. The principles defined are practical artificial intelligence and its applications to multimedia.  Multimedia AI systems are designed according to the new computing techniques defined. Multimedia Objects, rules and multimedia programming techniques are presented via a new language called IMPhoraxe "IMPhora" \i (Nourani 1996c).  The concept of Hybrid Picture is the start to define intelligent multimedia objects. Trans-Morphing is the automatic hybrid picture transformation, which is defined and illustrated by a multimedia language. A preliminary mathematical basis to an IM computing logic is presented in (Nourani 2000).

 Multimedia Objects and Rules are presented and applied in programming. Hybrid Picturesxe "Hybrid Pictures" \i are defined opening a new chapter to computing techniques. Trans-Morphingxe "Trans-Morphing" \i is presented as a dynamic computing principle applied to hybrid pictures and its computing importance is brought forth by way of new techniques and examples. It defines hybrid picture transformation. Intelligent Multimedia context defines the applications. Practical Multimedia Design is illustrated by pictorial examples.  The application areas are based on advanced Artificial Intelligence available techniques. An intelligent multimedia interface to WWWxe "interface to WWW" \i might be depicted as follows from a 1996 project by the author.
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Figure 2. Intelligent Multimedia WWW Interfaces

 2.1 Visual Object Perception Dynamics

Visual dynamics based on general principles can be projected and the effects of scenes projected on viewers can be predicated. The ratings for TV programs can be predicted based on the relations amongst scene dynamics and viewer Dynamics.  A problem-solving paradigm (Nilsson 1980) is presented in the Double Vision Computingxe "Double Vision Computing" \i paper (Nourani 1995c). The basic technique to be applied is viewing the televised scene combined with the scripts as many possible worlds. Agents at each world that compliment one another to portray a stage by cooperating.  The AI techniques can be applied to define interactions amongst personality and view descriptions. The double vision computing paradigm with objects and agents might be depicted by the following figure. 

 The object co-object pairsxe "object co-object pairs" \i
 and agents solve problems on boards by cooperating agents from the pair without splurges across the pairs. The term splurgexe "splurge" \i has a technical definition for object level computing presented in (Nourani 1996f). Computing by agents might apply the same sort of cooperative problem solving (Nourani 96). The IM paradigm can define multiagent computing with multimedia objects and carry on artificial intelligence computing on boards.

The example below is illustrating where object programming is where a space age coffeeshop outlet scene is programmed.

Object:= Coffee_Constellation

OPS:= Serve_Coffee (Type,Table_no) | ......

Serve_Coffee (Spectacular_Brew,n) => Signal an available robot to fetch and serve (Spectacular_Brew,table n)

Exp:= Serve_Coffee (Angelika,Table_no) |...

Serve_coffee(Angelika,Table_no) => if out_of_Angelika notify Table_no;  

                                Apply intelligent decision procedures to

                                offer alternatives                            


     In the above example OPS denotes operations, EXP denotes exceptions, and the last equation defines the exception action. APs are activities causing exceptional functions to be activated. Media examples are pauses and forgotten script lines by a personality being televised. In the example there is a process(action) that is always checking the supply of Angelika coffee implementing the exception function. 
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Figure 3. The Object-Co-object Model. The circles are  objects at a rectangle module. Ai's are agents and the dotted lines the message paths

2.2 Hybrid IM Morphing

Since the IM visual objects are designed with agents the computation is via dynamic agent based morphs. A agent computation might cause a number of morph computations on pictures. The programming language IMPhora defines syntax for computing with programming constructs for Morphing, Hybrid Pictures and Trans-morphing. A Multimedia (Macro 1996) AI Systems program can be written in IMPhora. There are visual objects, rules and multimedia Programming.

Most have seen hyperpictures on the WWW where there is pictorial view with text. There are underlined segments called hypertext.  By selecting hypertext new windows are brought to view.  Hybrid Pictures are the IM Hyperpicturesxe "Hyperpictures" \i which can be automatically transformed based on computing, images, or rules defining events, not only based on hypertext. Hybrid pictures are context and content sensitive hyperpictures.

Trans-morphing is a term the author invented to define automatic eventdriven or otherwise, hyperpicture transformation. Trans-morphing is the basic visual-computing eventxe "event" \i defined for hybrid multimedia computing. It is depicted by the following sequent figure. Figures combined with the Morph Gentzenxe "Morph Gentzen" rules, driven by specific inference rules might turn a rabbit out of a hat as depicted on figure 3.4. The specific techniques and the mathematical rules are presented in (Nourani 2000).
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Figure 4. The Morph Gentzen Antecedents
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Figure 5. The Morph Gentzen Bunny

2.3 Multiboard Multiagent Computing 

Stream computing can be multiplexed via multiboard mulitagent computing techniques the author has put forth. The duality for our problem solving paradigm[Nourani 91a,93c] is generalized to be symmetric by the present paper to formulate Double Vision Computing. The basic technique is that of viewing the world as many possible worlds with agents at each world that compliment one another in problem solving by cooperating. An asymmetric view of the application of this computing paradigm was presented by the author and the basic techniques were proposed for various AI systems [Nourani 91a]. The double vision computing paradigm with objects and agents might be depicted by the following figure. For computer vision[Winston 75], the duality has obvious anthropomorphic parallels.






Figure 1 Module Implemented By Agents [Nourani 1992]

Circles are objects, the squares are agents, and object-coobject pairs are 

enclosed by a rectangle. The dotted lines are agent message passing paths.
The object coobject pairs and agents solve problems on boards by cooperating agents. The cooperative problem solving paradigms have been applied ever since the AI methods put forth by Hays-Roth (1985). However, the muliagent multiboard techniques due to [Nourani 95a] (Figure 2)
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2.4 Smart Pixel Chips 
The Edith Cowan and Cambridge University group have designed a novel Smart Pixel Opto-VlSI architecture to implement complete 2-D wavelet transforms of real-time captured images. The Smart pixel architecture enables the realization of highly parallel devices capable of real-time capture, compression, decompression and display of images suitable for Mobile Multimedia Communications. The development of the next generation of multimedia computing might apply such technologies. Smart Pixel-SP arrays are uniquely able to fulfill what might be required. The SP array is used to carry out complete forward and inverse WT's in real-time on images captures in-situ within the array. A basis for the future Smart Pixel Mobil Object Multimedia can thus be established through the use of Opto-VLSI architectures proposed. Mobile communications technology has had tremendous progress from the 1970/80's. The next generation will be heralded by truly personal communications systems[SPixel 1998a], which are expected to incorporate a high degree of multimedia functionality. Of all these features, the current lack of high quality real-time image/video processing in small portable multi-purpose devices with sufficiently low power consumption has posed the greatest challenge for the technology. The work presented by the ECU group  [SPixel 1998a,b] is leading towards the development of the world's first Smart Pixel Mobile Multimedia Communicator.  The basis is henceforth is there for applying such SMPC for the mobile multimedia visual computing for the space applications stated.  The pilot project presented at IV98[Nourani-EhraghIan 98] is where the author first stated the basis to multimedia Morph Gentzen chips. 

3. Visual Chips, Pixels, and MIPS
3.1 Intelligent Multimedia Chips

IM is a new computing area defined by [Nourani 1997] with artificial intelligence principles for multimedia. The area for which the paper provides a foundation for is what multimedia computing is bound to be applied at dimensions and computing phenomena unimagined thus far, yet inevitable with the emerging technologies. The principles defined are practical artificial intelligence and its applications to multimedia. Multimedia AI systems are proposed with new computing techniques defined. Multimedia objects and rules and multimedia programming techniques are presented via a new language called IM. Its foundation logic is presented further by [Nourani 1998a]. The basis for the present project is to design multimedia specific chips for computing agents carrying out predefined multimedia tasks.  The IM Hybrid Multimedia Programming techniques [28] have a computing logic counterpart. The basic principles are a mathematical logic where a Gentzen or natural deduction systems is defined by taking multimedia objects coded by diagram functions, foundations published at logic conferences [see Nourani 98a for a technical report]. By trans-morphing hybrid picture's corresponding functions a new hybrid picture is deduced. Multimedia objects are viewed as syntactic objects defined by functions, to which the deductive system is applied. Thus we define a syntactic morphing to be a technique by which multimedia objects and hybrid pictures are homomorphically mapped via their defining functions to a new hybrid picture. The deduction rules are a Gentzen system augmented by Morphing, and Trans-morphing. The logical language has function names for hybrid pictures. 

The MIM Morph Rule - An object defined by the functional n-tuple <f1,...,fn> can be morphed to an object defined by the functional n-tuple <h(f1),...,h(fn)>, provided h is a homorphism of intelligent objects as abstract algebras[Nourani 93c].  The MIM TransMorph Rules- A set of rules whereby combining hybrid pictures p1,...,pn defines an Event {p1,p2,..., pn} with a consequent hybrid picture p. Thus the combination is an impetus event.  The deductive theory is a Gentzen system in which hybrid pictures are named by parameterized functions; augmented by the MIM morph and trans-morph rules. The complete formal AI and mathematics is published by Nourani 97, for example [Nourani 98a]. An example trans-morphing with hybrid pictures Fi is:   <F1> | <F2> & <F3> ===> <F4> 

3.2 Automated Multimedia Pixel Computing    

The techniques to be presented are to be applied to Mobile Multimedia. Communication and computation by multimedia visual-object languages can be programmed with IM with a simple syntax. The techniques to be presented are to be applied for (a) Precomputed video-object composition and combination for computing with video-chip Smart Pixels. (b) Mobile Multimedia Communication and computation by multimedia video-object languages. (c) Smart Pixel Chip-compliable Video-object computing algorithms. A Multi-vision Multi-board Basis. SPMC for heterogeneous Computing is reviewed for feasible chips for Intelligent Visual Object Computing are projected. IM as a new computing area with Hybrid Pictures and trans-morphing is reviewed from [Nourani 1997]. MIMS- MIM Specific Chip are previewed in [Nourani 98b].

4.Stream Processing Computers

4.1 Morph Gentzen Boards and Multimedia Computers

Mobile multimedia streams and communication computation by multimedia video-object languages are presented in our projects. The techniques to be presented are to be applied as
(a) Precomputed video-object composition and combination for computing with video-chip Smart Pixels. 
(b) Mobile Multimedia Communication and computation by multimedia video-object languages.
(c) Smart Pixel Chip-compilable Video-object computing algorithms.
(d) Multivision Multiboard Basis.

Multivision Multiboard Computing might be designed with with SPMC chips for the boards. Smart Pixel Chip-compilable Video-object computing algorithms.  The multiboard Morph Gentzen chip architectures are the way to support the new multimedia computing paradigms. Feasible Morph Gentzen chips for Intelligent Video-Object Computing might be designed [Nourani 1999] and applied with Itinerium. The Morph Genzen chip might be only and efficient necessity, which must be enhanced by new technological advances, implied by IM and mobile heterogeneous environments.
The paradigms might be high-speed combining and composing what is not always in view, or what might be distributed on multiple views. A new computing paradigm had been presented in The basic technique to be applied is viewing the televised scene combined with the scripts as many views as in video-views to the visual worlds. Agents at each world that compliment one another to portray a stage by cooperating. The double vision computing paradigm with objects and agents might be depicted by the following figure depicts scene dynamics on boards.

4.2 Design Engineering with Agents on Chips

Software Agents are what are applied to delegate computation on behalf of an activity. The independent autonomous computing on behalf of an activity can be imparted onto Agents on Chips. Visual computation for predefined areas and precomputed algorithms can be chipcrafted as chip agents allowing us to design AI agent chips. 
We can design agents on chips as independent microprocessors. The techniques we have put forth since [Nou-93c,95a] can be applied to design Intelligent Chips for VideObject computing.   
We have shown how to design systems by intelligent agent architectures [GNN-87], with external behavior that is a function of the degree of message passing actions and parallelism conceptualized. Our specifications consist of objects, actions, and relations defining the effect of actions on objects. It is not difficult to show that they can be implemented by a collection of active agents that communicate through their operations, parameters, and messages [Nou-91a,92]. The model consists of an algebra of processes and objects, with possible use of languages such as the one proposed by this author [Nou-92,96b]. The theoretical aspects have started to be treated by our papers referenced.


6. Conclusion and New Applications
The dual design technique is manageable for complex problems, where there are thousands of processes occurring conceptually concurrent. It is also theoretically elegant. The design parts are relegated by objects to modules and activities are modeled by multiagent processes. 
Heterogeneous complex software systems are definable with ease and by sound techniques applying software agents. JPL_ NASA [JPL 97] is developing small robotic rovers for planetary surface exploration and our paper has applications for the projects. The paper is an introduction[Nourani 98b,c] to several new areas: intelligent multimedia visual agent computing, smart pixel intelligent chips, and design with hybrid morphed intelligent visual chips. 

References

[Fik-Nils 71] Fikes, R.E. and Nilsson, N.J.  Strips: A New Approach to the Application of Theorem Proving to Problem Solving,  AI 2, 1971, pp. 189-208.
[GNN-87] Genesereth, M.R. and Nilsson, N.J., Logical Foundations of Artificial Intelligence, Morgan-Kaufmann, 1987.

[Hays-Roth 85] Hays-Roth, B,"A Balckboard Architecture For Control, Artificial Intelligence,"26(3),1985,251-321.
[Nourani-91a]Nourani, C.F. (1993b). A Multiagent Approach To Fault Free and Fault Tolerant AI, Proc. Sixth FLAIRS, Florida AI Research Symposium, April 1993.

[Nourani 91b] Nourani, C.F., Planning and Plausible Reasoning in AI, Proc. Scandinavian Conference in AI, May 1991, Denmark, 150-157,  IOS Press.
[Nourani 93c] Nourani, C.F. Abstract Implementations By Computing Agents: A Conceptual Overview," Proc. SERF-93, November 1993, Orlando, FL.

[Winston 75] Winston, P.H. The Psychology of Computer Vision, New York, McGraw Hill, 1975, (edited by).1 
[Nourani 95a] Nourani,C.F."Double Vision Computing,"IAS-4, Intelligent Autonomous Systems, April 1995, Karlsruhe, Germany.

[JPL 97] JPL Mobile Science Laboratory Reports, JPL, Pasadena, CA.

Nourani,C.F.(1995b),"Multiagnet Robot Supervision," ECML Learning Robots, Heraklion, April 1995.

Gini and Gini(1983) Gini, M and G. Gini, "Towards Automatic Recovery in Robot Programs," Proc. 8th IJCAI, Vol.2, 1983, pages 821-823, Karlsruhe, Germany.

[Nourani 98a] Nourani,C.F. "Morph Gentzen, KR, and  World Model Diagrams," April 2, 1998.

[Nourani 98b] Nourani,C.F , "Pixel Logic," Forthcoming.

[Nourani 98c] Nourani,C.F ,"Pixel Logic Multimedia AI Architectures," Oultine Written Janaury 1998, Paper Forthcoming.

[Nourani- Lieber 84] Nourani,C.F. and  K.J. Lieberherr," Ultrahigh Silicon Compilation: Synthesis and Interpretation with Zeus," Proc. Conf. of the Society for Industrial Electronics, Tokyo, Japan, IEEE, October 1984. 

[Nourani-92a] Nourani, C.F.' "Parallel Module Specification'" November 1990, ACM SIGPLAN, January 1992.

[Nourani-95a] Nourani, C.F.,"Designing Concurrent Self Checking FailSafe Systems, March 1, 1995,1st IEEE  Testing Conference, July 1995, Nice, France.

[SPixel 98a ] Rassu, A.M., K. Eshraghian, H. Cheung, S.W. Lachowicz, T.C. B.Yu, W.A. Crossland, and T.D. Wilkinson, "Smart pixel implementaion of a 2-D paralle nucleic wavelt trasnform for mobile multimedia communicaions," Proc. of the Desing Automation and Test in  Europe Conference, Paris February 1998.

[SPixel 98b] Rassu, A.M., K. Eshraghian, H. Cheung, S.W. Lachowicz, T.C. B.Yu, W.A. Crossland, and T.D. Wilkinson,"Wavelet Trasform Architectures for the Smart Pixel Mobile Multimedia Communicator," ECU Joondalup, WA 1998.  

[Nourani-95] Nourani,C.F., The IOOP Project, 1994, ACM SIGPLAN Notices 30:2, 56-54, February 1995.

Genesereth, M and N. Nilsson 1987, Logical Foundations of Artificial Intelligence, Morgan-Kaufmann, 1987.

Gentzen, G, Beweisbarkeit und Unbewiesbarket von Anfangsfallen der trasnfininten Induktion in der reinen Zahlentheorie, Math Ann 119, 140-161,1943.

Keyes, J. 1996,The Ultimate Multimedia Handbook, McGraw Hill, 1996.

Macromedia Interactive- Director Multimedia Studio, Peachpit Press, Berkeley, CA., 1996.

Morgan 1997, Byrne Morgan,  Virtual J++ 1.1 Unleashed, Second edition, Sams Net, Indiana, ISBN 1-57521-356-7.

Nourani,C.F. 1997a ,"MIM Logik," ASL, Prague, August 1998, Bulletins Symbolic Logic, 1998.
Nourani,C.F, 1995c,”Double Vision Computing,” IAS-4, Intelligent Autonomous Systems, April 1995, Karlsruhe, Germany.

Nourani,C.F. 1999a, Intelligent Multimedia- New Computing Techniques and Its Applications , Ferbruary 28, 1997. CSIT'99, Proceedings of 1st International Workshop on Computer Science and Information Technologies, January 18-22, 1999, Moscow, Russia. Ch. Freytag and V. Wolfengagen (Eds.):  MEPhI Publishing 1999, ISBN 5-7262-0263-5, Moscow 103006, Russia.

Nourani, C.F. and K. EshragIan,“Autonmous Vision Computing and Smart Pixel Multimedia Chips,” IV98, October 1998, Stuttgart, Germany. 

Burnett, Margaret M. and Marla J. Baker, A Classification System for 

Visual Programming Languages, Journal of Visual Languages and Computing, 287-300, September 1994. 

Nourani, C.F. 2000, Intelligent Multimedia New Computing Techniques, Design Paradigms,
and Applications, Textbook Completed Jue 1999, Preliminary Edition  at Treeless Press, Berkeley, CA. 

www.treelesspress.com.

A Multiagent Intelligent Multimedia Visualization Language and Computing Paradigm 

February 2000

Visualization 2000, Wkshp on WWW Interfaces, Seattle, September 2000.

� The multiagent object-co-object computing design paradigm, invented in 1991, is the technical property of the the author’s computing business METAAI. Commercial applications must be with proper credit and permission.





_1062229631.doc


[image: image1.wmf]Web


Brawser


A.I. Rules


Morphs


TransMrfs


Objects


Scene Def.


MultiMedia


Standrad A.I.


Rules, KB, 


Logic




_903768768




_1062229632.doc


[image: image1.wmf]

_987759364.doc































_1062229629.doc
[image: image1.wmf][image: image2.wmf]                                                                


� EMBED MS_ClipArt_Gallery  ���







� EMBED MS_ClipArt_Gallery  ���











[image: image3.wmf][image: image4.wmf]_985362888



_985363087




_1062229630.doc
[image: image1.wmf]M1 <Object,


Coobject


> Pair


M2


Mn


M1


A1


A2


A3..


An




� EMBED PowerPoint.Show.8  ���











[image: image2.wmf]M1 <Object,


Coobject


> Pair


M2


Mn


M1


A1


A2


A3..


An


_988651096.ppt




M1 <Object,Coobject> Pair


M2


Mn


M1


A1


A2


A3..


An














_1062229628.doc
[image: image1.wmf]

� EMBED MS_ClipArt_Gallery  ���











[image: image2.wmf]_985361938




_954154699.doc













