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1. Introduction


Agent computing XE "agent computing" \i  is introduced to interactive intelligent multimedia. An overview to a practical agent computing model based on beliefs, intentions, and desire is presented and possible augmentation to intelligent multimedia is explored. (Nilsson-Genesereth 1987) introduces agent architectures. A specific agent might have internal state set I, which the agent can distinguish its membership. The agent can transit from each internal state to another in a single step. With our multi-board model XE "multi-board model" \i  agent actions are based on I and board observations. There is an external state set S, modulated to a set T of distinguishable subsets from the observation viewpoint.

 A sensory function XE "sensory function" \i  s :S  ( T maps each state to the partition it belongs. Let A be a set of actions which can be performed by agents. A function action can be defined to characterise an agent activity action:T  (A  There is also a memory update function mem: I x T(   I. 

 Dynamics and situation compatibility XE "situation compatibility" \i  in introduced as a structural way to compute and compare epistemic states XE "epistemic states" \i .  Worlds, epistemics, and cognition for androids are introduced with precise statements. The foundations are applied to present a brief on Computational Illusion XE "Computational Illusion" \i , affective computing, and Virtual Reality. KR for AI Worlds, and Computable Worlds are presented with diagrams.  Cognitive modeling XE "Cognitive modeling" \i  is briefed with an introduction to ordinal dynamics XE "ordinal dynamics" \i . A preview to computational epistemology XE "computational epistemology" \i  with cardinality and concept descriptions is introduced. 

Deduction models and perceptual computing is presented with a new perspective.  Intelligent multimedia interfaces XE "Intelligent multimedia interfaces" \i  are an important component to the practical computational aspects. Visual context and objects are presented with multiagent intelligent multimedia. Context abstraction and met-contextual reasoning is introduced as a new field.  Mulltiagent visual multi-board planning XE "visual multi-board planning" \i  is introduced as a basis to intelligent multimedia with applications to spatial computing XE "spatial computing" \i .  

2. The Agent Models and Desire 

Let us start with the popular agent computing model the Beliefs XE "Beliefs" \i , Desire XE "Desire" \i , and Intentions XE "Intentions" \i , henceforth abbreviated as the BID model XE "BID model" \i  (Brazier-Truer et.al.). BID is a generic agent computing model specified within the declarative compositional modeling framework for multi-agent systems, DESIRE.   The model, a refinement of a generic agent model, explicitly specifies motivational attitudes and the static and dynamic relations between motivational attitudes. Desires, goals, intentions, commitments, plans, and their relations are modeled.

       Different notions of strong and weak agency are presented at (Wooldridge and Jennings, 1995).  (Velde and Perram, 1996) distinguished big and small agents.  To apply agent computing with intelligent multimedia XE "agent computing with intelligent multimedia" \i  some specific roles and models have to be presented for agents. The BID model has emerged for a “rational agent” : a rational agent described using cognitive notions such as beliefs, desires and intentions. Beliefs, intentions, and commitments play a crucial role in determining how rational agents XE "rational agents" \i  will act. Beliefs, capabilities, choices, and commitments are the parameters making component agents specific. Such bases are applied to  model and to specify mental attitudes(Shoham, 1993), (Rao and Georgeff, 1991; Cohen and Levesque, 1990; Shoham, 1991; Dunin-Keplicz and Verbrugge, 1996). 

      A generic BID agent model in the multiagent framework DESIRE is presented towards a specific agent model. The main emphasis is on static and dynamic relations between mental attitudes, which are of importance for cooperative agents. DESIRE is the framework for design, and the specification of interacting reasoning components is a framework for modeling, specifying and implementing multi-agent systems, see (Brazier, Dunin-Keplicz, Jennings, and Treur, 1995, 1996; Dunin-Keplicz and Treur, 1995). Within the framework, complex processes are designed as compositional architectures consisting of interacting task-based hierarchically structured components.

      The interaction between components, and between components and the external world is explicitly specified. Components can be primitive reasoning components using a knowledge base, but may also be subsystems which are capable of performing tasks using methods as diverse as decision theory, neural networks, and genetic algorithms. As the framework inherently supports interaction between components, multi-agent systems are naturally specified in DESIRE by modeling agents as components. 

        The specification is sufficient to generate an implementation. Specifc techniques for such claims might be further supported at (Nourani 1993a, 99a). A generic classification of mental attitudes is presented and a more precise characterization of a few selected motivational attitudes is given. The specification framework DESIRE for multi-agent systems is characterized. A general agent model is described. The framework of modeling motivational attitudes in DESIRE is discussed. 

2.1 Mental Attitudes

Agents are assumed to have the four properties required for the weak notion of agency described in (Wooldridge and Jennings, 1995). Thus, agents must maintain interaction with their environment, for example observing and performing actions in the world: reactivity; be able to take the initiative: pro-activeness; be able to perform social actions like communication, social ability; operate without the direct intervention of other (possibly human) agents: autonomy.

     Four main categories of mental attitudes XE "mental attitudes" \i  are studied in the AI literature: informational, motivational, social and emotional attitudes. The focus is on motivational attitudes, although other aspects are marginally considered. In (Shoham and Cousins, 1994), motivational attitudes are partitioned into the following categories: goal, want, desire, preference, wish, choice, intention, commitment, plan. Individual agents are assumed to have intentions and commitments both with respect to goals and with respect to plans. 

       A generic classification of an agent's attitudes is defined as follows:

1. Informational attitudes: Knowledge; Beliefs.

2. Motivational attitudes: Desires; Intentions- Intended goals and Intended plans.

3. Commitments: Committed goals and Committed plans

In planning, see section 6, the weakest motivational attitude might be desire: reflecting yearning, wish and want. An agent may harbor desires which are impossible to achieve. Desires may be ordered according to preferences and, as modeled in this paper, they are the only motivational attitudes subject to inconsistency. At some point an agent must just settle on a limited number of intended goals, i.e., chosen desires.

2.2 Specifying BID Agents

The BID-architectures upon which specifications for compositional multi-agent systems are based are the result of analysis of the tasks performed by individual agents and groups of agents. Task (de)compositions include specifications of interaction between subtasks at each level within a task (de)composition, making it possible to explicitly model tasks which entail interaction between agents.
The formal compositional framework for modeling multi-agent tasks DESIRE is introduced here. The following aspects are modeled and specified:

(1)  a task (de)composition,(2)  information exchange, (3)  sequencing of (sub)tasks, (4) subtask delegation, 

(5)  knowledge structures.

      Information required/produced by a (sub)task is defined by input and output signatures of a component.  The signatures used to name the information are defined in a predicate logic with a hierarchically ordered sort structure (order-sorted predicate logic). Units of information are represented by the ground atoms defined in the signature. The role information plays within reasoning is indicated by the level of an atom within a signature: different (meta)levels may be distinguished. In a two-level situation the lowest level is termed object-level information, and the second level meta-level information.

     Some specifics and a mathematical basis to such models with agent signatures might be obtained from (Nourani 1996a) where the notion had been introduced since 1994. Meta-level information contains information about object-level information and reasoning processes; for example, for which atoms the values are still unknown (epistemic information). Similarly, tasks that include reasoning about other tasks are modeled as meta-level tasks with respect to object-level tasks. Often more than two levels of information and reasoning occur, resulting in meta-meta-information and reasoning.

      Information exchange between tasks is specified as information links between components. Each information link relates output of one component to input of another, by specifying which truth-value of a specific output atom is linked with which truth value of a specific input atom. For a multiagent object information exchange model see, for example,  (Nourani 1996a). The generic model XE "generic model" \i  and specifications of an agent described above, can be refined to a generic model of a rational BID-agent XE "BID-agent" \i  capable of explicit reasoning about its beliefs, desires, goals and commitments. 

3. DYNAMICS and SITUATIONS
 

3.1 Worlds and A Robot's Touch

Starting with the issues raised by Hiedegger XE "Hiedegger" \i  in 1935-36, starting with the notion of "What is a thing" as put forth in (Heidegger 63). The author’s immediate reaction when presented with such challenges to computing applications with philosophical epistemics, while visiting INRIA XE "INRIA" \i , Paris around 1992, was to start with "first principles", not touching such difficult areas of philosophy and phenomenology, and only present views to what they could imply for the metamathematics of AI. However, since the author’s techniques were intended for AI computations and reasoning, rather than knowledge representation from observations, as it is the case in (Didday 90), Heidegger's definitions had to be taken further. The common point of interest is symbolic knowledge representation. However, the research directions are two essentially orthogonal, but not contradicting, views to knowledge representation.

3.2 Computational Illusion and Virtual Reality

der Vielleicht Vorhandenen XE "der Vielleicht Vorhandenen" \i  objects are the Perhaps Computable and might be a computational illusion, as  further illustrated by the following figure on the human intelligence and artificial intelligence comparison.
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Figure 1. The Sensory Illusion Gap

Thus the robot’s senses are not always real. The important problem is to be able to define worlds minimally to have computable representations with mathematical logic thus the ability to make definitive statements. Heidegger's Die Frage nach dem Ding XE "Die Frage nach dem Ding" \i  will prove to be a blessing in disguise. Could it have computing applications to things without.

Heidegger had defined three sorts of things  

1- Things XE "Things" \i  in the sense of being "within reach", des Vorhandenen.

2. Things which "unify" things of the first kind, or are reflections on, resolution and actions.

3. Things of kind 1 or 2 and also any kind of things which are not nothing.

To define a logic applicable to planning for robots reaching for objects, the der Vielliecht Vorhandenen computational linguistics game XE "der Vielliecht Vorhandenen computational game" \i  is defined.  To start, let us explore Heidegger's views of the "des Vorhandenen", having to do with what object is within "reach" in a real sense.  In AI and computing applications notion of des Vorhandnen is not absolute. 

As an AI world develops the objects that have names in the world are at times des Vorhandnen and as defined by a principle of Parsimony only des Vorhandnen in an infinitary sense of logic (Nourani 1984,91). The logical representation for reaching the object might be infinitary only. The phenomenological problem from the robot's standpoint is to acquire a decidable descriptive computation for the problem domain. 

Thus what is intended to be reached can stay always out of reach in a practical sense, unless it is at least what I call der Vielliecht Vorhandenen (Nourani 1994a,94b).  The computing issues is the artificial intelligence computation and representation of real objects. That is, we can make use of symbolic computation to be able to "get at" a real object. At times, however, only infinite computations could define real world objects. For example, there is a symbolic computation for an infinite ordinal, by an infinite sequence of successor operations on 0.

Furthermore, the present notion of der Vielliecht Vorhandenen is not intend to be the sense in which a robot cannot reach a particular object.  The intent is  that the language could have names for which the corresponding thing is not obvious in the AI world and there is incomplete information until at some point the world is defined enough that there is a thing corresponding to a name, or that at least there is a thing by comprehension, which only then becomes des Vorhandnen as the AI world is further defined or rearranged. These issues are examined in the computational context in the sections below.

For example, the der Vielleicht Vorhandenen game has a winning strategy XE "winning strategy" \i  if the world descriptions by G-diagrams defines the world enough to have a computation sequence to reach for an intended object. This implies there must be a decidable descriptive XE "decidable descriptive" \i  computation (Nourani 1994,96) for the world applied. The immediate linguistics example of these concepts from natural languages is a German child's language in which to "vor" and "handenen" are some corresponding things in the child's language world and mind, but "vorhandenen" is not a thing in that child's world and only becomes a thing as the linguistics world is further defined for the child. When can the child reach for the stars? As Heidegger implies "Fur das kind in Menschen bleibt die nacht die Naherin der Sterne."

The same problem might arise when the robot tries to actually get at elementary objects, where the robot finds what is called a paradox in (Didday 1990): that elementary objects have to be defined by comprehension. Comprehension is a closure with respect to properties that are essential and cannot be dropped without loss to the enclosed. Since the paper in its theory that is presented in part here, does not restrict Heidegger's definition, it can be further developed for AI applications. I might suggest ways of incorporating the above for computing applications. The probelms with words, objects and symbols have been there since Quine (1950’s). 

3.3 Representing AI Worlds 

Diagrams are the ''basic facts of a model'', i.e. the set of atomic and negated atomic sentences that are true in a model. Generalized diagrams are diagrams definable by a minimal set of functions such that everything else in the model's closure can be inferred, by a minimal set of terms defining the model. Thus providing a minimal characterization of models, and a minimal set of atomic sentences on which all other atomic sentences depend. 

However, since we cannot represent all aspects of a real world problem, we need to restrict the representation to only the relevant aspects of the real world we are interested in.  Let us call this subset of relevant real world XE "relevant world" \i  aspects the AI world. Our primary focus will be on the relations amongst KR, AI worlds, and the computability of models.  Truth is a notion that can have dynamic properties. Interpretation functions map language constructs (constants, function and predicate symbols) onto entities of the world, and determine the notion of truth for individuals, functions and relations in the domain.

The real world is infinite as the AI worlds are sometimes. We have to be able to represent these ideas within computable formulations. Even finite AI worlds can take an exponential number of possible truth assignments. Thus the questions: how to keep the models and the KR problem tractable, such that the models could be computable and within our reach, are an important area  (Nourani 1991,93a,93b, 94,96), (Lake 1996). 

3.4 Computable World Models

To prove Godel's completeness XE "Godel's completeness" \i  theorem, Henkin defined a model directly from the syntax of the given theory.  The reasoning enterprise requires more general techniques of model construction and extension, since it has to accommodate dynamically changing world descriptions and theories. The techniques in (Nourani 1983,87,91) for model building as applied to the problem of AI reasoning allows us to build and extend models through diagrams.

     We apply generalized diagrams to define models with a minimal family of generalized Skolem functions. The minimal set of function symbols are those with which a model can be built inductively.  The models are computable as proved by (Nourani 1984,93a,95b). The G-diagram methods applied and further developed here allows us to formulate AI world descriptions, theories, and models in a minimal computable manner. Thus models and proofs for AI problems can be characterised by models computable by a set of functions.

3.5 AI Model Diagrams 

An AI world consists of individuals, functions on them, and relations between them. These entities allow us to fix the semantics of a language for representing theories about AI worlds.  We take the usual model-theoretical way, and assign via an interpretation function individuals to constants, functions to function symbols and relations to predicate symbols. Let us define a simple language L = <{tweety},{a},{bird}, predicate letters, and FOL>>.  A model may consist of {bird (tweety), ( penguin(tweety) ( bird(tweety), bird(tweety) v ( bird(tweety), ...}, others may consist of {p(a), ( p(a) ( p(a), p(a) v p(x), p(a) v p(x) v p(y),...}.

      Because we can apply arbitrary interpretation functions for mapping language constructs into AI worlds, the number of models for a language is infinite. Although this makes perfect sense from a theoretical and logical point of view, from a practical point of view, this notion of model is too general for AI applications.

       For AI we want effective and computable models. Thus, it is useful to restrict the types of models that we define for real world applications. Primarily, we are interested in models with computable properties definable XE "definable" \i  from a theory. In order to point out the use of the generalized method of diagrams we present a brief view of the problem of planning  form (Nourani 1991) within the present formulation. The diagram XE "diagram" \i  of a structure in the standard model-theoretic sense is the set of atomic and negated atomic sentences that are true in that structure.        The generalized diagram (G-diagram XE "G-diagram" \i ) is a diagram in which the elements of the structure are all represented by a minimal family of function symbols and constants. 

       It is sufficient to define the truth of formulas only for the terms generated by the minimal family of functions and constant symbols. Such assignment implicitly defines the diagram. This allows us to define a canonical model of a theory in terms of a minimal family function symbols.  Models uphold to a deductive closure of the axioms modelled and some rules of inference, depending on the theory. By the definition of a diagram they are a set of atomic and negated atomic sentences. Hence a diagram can be considered as a basis for a defining model, provided we can by algebraic extension, define the truth value of arbitrary formulas instantiated with arbitrary terms.

      Thus all compound sentences build out of atomic sentences then could be assigned a truth value, handing over a model. This will be made clearer in the following subsections. The following examples would run throughout the paper. Consider the  primitive first order language (FOL) 

L = {c},{f(X)},{p(X),q(X)} 

Let us apply Prolog notation convention for constants and variables) and the simple theory {for all X: p(X) ( q(X),p(c)}, and indicate what is meant by the various notions.

(model) = {p(c),q(c),q(f(c)),q(f(f(c))),...},{p(c) &q(c), …. p(c) & p(X), p(c) &p(f(X)), ...}, {p(c) v p(X), p(c) v  p(f(X)), p(c) (  p(c)...}.

(diagram) = {p(c),q(c),p(c),q(f(c)),q(f(f(c))),...},...,q(X)}; i.e., the diagram is the set of atomic formulas of a model. Thus the diagram is (diagram)= {p(c),q(c),q(f(c)),q(f(f(c))), ..,q(X)}.

There are various notions of diagram from the author’s papers (see references) applied here.The term generalized diagram refers to diagrams that are instantiated with generalized Skolem functions. The generalized Skolem functions were defined in by the author, for example, (Nourani 1991) as functions with which initial models are defined inductively.  We can define generalized diagrams based on the above.. The term generalized is applied to indicate that such diagrams are defined by algebraic extension from basic terms and constants of a language. The diagrams are completely defined from only a minimal function set.

Generalized diagrams is (generalized diagram)= 

{p(c),q(c),p(f(t)),q(f(t))} for t defined by induction, as {t0=c , and tn= {f(t(n-1))} for n>0. It is thus not necessary to redefine all f(X)'s since they are instantiated.

3.6 Cognitive Modelling 

Cognitive modeling XE "Cognitive modeling" \i  can be enhanced with diagrams since our G-diagram techniques imply automatic models from basic functions. A systematic methodology for Cognitive modelling can be considerably assisted by the G-diagram modelling. The area has been emphasised by (Cooper et.al. 1996). The notion of a symbolic object is put forth in (Didday 1990) by considering some individuals as elementary things and then defining symbolic objects from the elementary objects by a comprehension technique with some descriptor functions. Thus comprehension and descriptor make the jump from elementary objects to symbolic objects functions. 

 So far as the issues with symbolic objects are concerned there is a correspondence to the approach with Generalized Diagrams that can be defined. In our earlier papers the method of Possible Worlds XE "Possible Worlds" \i  is captured by that of the definition of generalized nondeterministic diagrams. Further, the earlier notion of a set {T,F,X} in (Nourani 1991) and diagrams with generalized Skolemization in a recent paper of this author (Nourani 1993a,95b) handle arbitrary valued logic.  Such correspondence could be subject of forth coming papers.

 There are various issues having to do with correspondence of symbolic objects and real world things to address. If we were to search for a model-theoretic (Nourani 1991) view of these in view of a triple <L,|A|,A> for a proper language L, we could gain some insight to the approaches. The other components of the triple are the concept of a model A and its universe |A|, see for example (Kleene 1967). 

The diagram of a structure is the set of atomic and negated atomic sentences that are true in that structure. The generalized diagram (G-diagram) (Nourani 1987,91) is a diagram in which the elements of the structure are all represented by a minimal family of function symbols and constants, such that it is sufficient to define the truth of formulae only for the terms generated by the minimal family of functions and constant symbols.

Such assignment implicitly defines the diagram. It allows us to define a canonical model of a theory in terms of a minimal family of function symbols . Generalized diagrams are precisely what allow us to build models from the syntax of a theory, thus allow for symbolic computation of models and theories. The author had defined the notion of generalized diagram eversince (Nourani 1984) for AI reasoning.

 Since the author has shown generlized diagrams for models capture the possible worlds formulation in a concise and elegant manner. In a possible world approach one focuses on the "state of affairs" that are compatible with what one knows to be true. We have shown in the above papers how the approach with G-diagrams to possible worlds gives an implicit treatment to modalities. 

       The correspondence of modalities XE "modalities" \i  to Possible Worlds and the containment of the possible worlds approach by the generalized diagrams approach of this author implies that we can present a model-theoretic formulation of the concept of modal symbolic objects (Didday 1990, Nourani 1992,93b). Objects with varying properties, with cross product of modes formed from various generalized diagrams corresponding to each mode.  Also the notion of language L has some consequences as far as the model theory to be developed is concerned. Then all the notions for the various modes could be defined and perhaps open new views of computation on generalized diagrams allowing us to represent views of cognition and computation with modes of thought in artificial intelligence. 

3.7  Extensions and Models

 In Nourani (1984,91) we have shown how to characterise AI computations by model extensions that are defined by theories with nonmmonotonic (AI 80) dynamics.  This direction of research could apply to symbolic knowledge representation as well.  Didday  defines the I-extension to symbolic objects by defining extensions to a mode. It then becomes possible to extend definitions, properties, and qualities of modal symbolic objects.  The applicability of the formulations in this area could be further pursued. A point of observation is the definition of completeness: a symbolic object is said to be complete if and only if the properties that characterise its extension are exactly those whose conjunction defines the object.

(Nourani 1991) has applied possibility theory with plausible XE "plausible" \i  beliefs are closed under finite conjunction, and that probabilistic belief does not have this finite conjunction property.  We also showed that our approach has the infinite conjunction property, i.e., beliefs are closed under infinite conjunction. We expect our mathematical approach to reasoning to have some relevance to defining I-extensions and their completeness properties. But this brief statement could take up a wonderful research project to live up to its expectations. The relation of our papers to the present notions are not within the scope of the present paper. Some preliminary concepts are put forth in the following sections to the direction of research.

3.8 Situations and Possible Worlds

What the dynamic epistemic computing defines is not a situation logic in the exact Barwise sense (Barwsie 1985a,85b). The situation and possible worlds concepts are the same. However, we define epistemics and computing on diagrams, with an explicit treatment for modalities. The treatment for modalities are similar to Hintikka’s Model Sets ( XE "Model Sets (" \i Hintikka 63, Nourani 91).  A possible world may be thought of a as a set of circumstances that might be true in an actual world.

     The possible worlds analysis of knowledge began with the work of Hintikka through the notion of model set and (Kripke 63) through modal logic XE "modal logic" \i , in which rather than considering individual propositions, one focuses on the `state of affairs' that are compatible with what one knows to be true, rather than being regarded as possible, relative to a world believed to be true, rather than being absolute. For example, a world w might be a possible alternative relative to w', but not to w''.

 Possible worlds XE "Possible worlds" \i  consists of a certain completeness property: for any proposition p and world w, either p is true in w or not p is true in w. Note that this is exactly the information contained in a generalized diagram, as defined in the previous section.  Let W be the set of all worlds and p be a proposition. Let (p) be the set of worlds in which p is true. We call (p) the truth-set of P. Propositions with the same truth-set are considered identical. Thus there is a one-one correspondence between propositions and their truth sets. Boolean operations on propositions correspond to set-theoretic operations on sets of worlds. A proposition is true in a world if and only if the particular world is a member of that proposition. 

3.9 Epistemic States and Ordinal Dynamics

Generalized diagrams, possible worlds and their logic, model theory, and set theory,  are applied to put forth a basis for quantifying epistemology and put forth a computability theory for epistemology. There is, however a theoretical development in philosophical logic XE "philosophical logic" \i  towards quantifying the dynamics of epistemics. This author has defined an artificial intelligence planning theory, with applications to robot planning, which applies epistemic with automated deduction.      Logics for cognition epistemics in a robot computing theory logically corresponds to designing computing techniques to implement the computational epistemic's dynamics.

       The robot computing theory we have defined in (Nourani 1991) is an example of a computational epistemics theory for robot planning and it runs on generic ordinal coded diagrams for models. (Gardenfors 1988) applies epistemics to knowledge in flux as logic for cognition. Suppose we represent a robot's beliefs by a set of propositions, which are a set of subsets of W.  If the robot already believes a proposition p, then the new information does not affect its belief state. If it does not believe p, then the impact of new information on the robot's belief state has to be defined.  Spohn epistemics carrys on the revision problem through a partitioning of possible worlds. Each possible world is assigned an ordinal representing its degree of implausibility.

The higher the assigned ordinal the more implausible that world as an actual world. Let k be the function assigning ordinals to each world. Spohn calls this function an ordinal conditional function (OCF XE "OCF" \i ). The set of worlds w for which k(w) = 0 is the set of most plausible worlds. The robot believes that the real world is a member of ki(0), where ki is the inverse of k,  and considers no world as plausible as any world in that set. The robot believes proposition p iff ki1(0) is a subset of p, i.e. iff p is true in all the most plausible worlds. The function k can be extended to propositions as follows, where p is a propositio-n, we let  
k(p) = min{k(w)|w is in p}.

The strength of belief in a proposition p is represented by the degree of implausibility of (p. The more implausible -p is, stronger the belief in p. Hence we may define Bf, the belief function, by Bf(p) = k((p).  If k(p) and k((p) happened to be zero, then there is no degree of belief in either. In the present theory of belief revision, when the robot comes to believe a proposition p that it does not already believe, the result is a new ranking of the possible worlds. If a is the strength with which the new proposition p is believed, then the new ordinal conditional function, representing the robot's new belief state, is denoted by k(p,a). k(p,a) is defined as follows:

       k(p,a)(w) = k(w) - k(p), if w is in p

                       = a + k(w) -k((p), if w is in (p

The papers show how to solve well-known planning problems with the above. Further bases and applications are reported at (Williams 1994). A fundamental problem in KR is inherent intractability to comply with KB with limited belief and knowledge. The G-diagram techniques are an alternate way to formally specify beliefs with deductive and limited yet fully introspective KB. The area is since been viewed by (Lakemeyer 1996). The computability problems in KR are further treated by (Nourani 1996b). 

3.10 A Preview To Computational Epistemology

From a formal representation of epistemic states as presented by (Sphon 1988), the generalized diagram formulation of possible worlds, and the encoding of epistemic states by (Nourani 1987,91) we have the following conclusions. That Probabilistic Epistemology XE "Probabilistic Epistemology" \i  (P.E.) corresponds to intuitive notions of subjective and objective probability.

     It appears that Deterministic Epistemology XE "Deterministic Epistemology" \i  (D.E.) leads to truth values for propositions, and belief by some epistemic subject that a proposition is true, false, or neither: thus to the notion of "truth." In (Nourani 1991) we have shown that the notion of truth or belief in deterministic epistemology is closed under infinite conjunction, whereas this is not true of probabilistic epistemology.  

Let Deterministic Epistemology to be the logic and epistemics definable by a deterministic logic and model theory, i.e.,  the known standad logic and model theory, allowing for infinitary logics. Let us further define Probabilistic Epistemology, P.E. to be a logic and epistemics defined by probabilities, as in known probabilistic logics. Probabilistic Epistemology corresponds to intuitive notions of subjective and objective probability. Remarks-It might seem that the ranking of the worlds with ordinals and the

  The OCF approach corresponds to the rankings of the worlds in terms of their probability, with the most probable world having rank 0, the next most probable world rank one, and so on.  However, such an easy correspondence runs into difficulties. In Sphon's formulation, a proposition is believed just in case it is entailed by (i.e. a superset of) the set of worlds of rank zero. This implies that belief is closed under conjunction. For if the set of most plausible worlds entails each member of a finite set of propositions, then it also entails their conjunction. Having defined D.E. and P.E. the following theorem is stated as an example on the area.

Theorem 5.1 There is no reduction from D.E. to P.E.

Proof  (outline) The notion of "truth" or belief in deterministic epistemology is closed  under infinite conjunction, whereas this is not true of probabilistic epistemology.   It is a property of the countable fragment of infinitary logic LSYMBOL 119 \f "Symbol"1, SYMBOL 119 \f "Symbol" with which we have formulated reasoning in (Nourani 84,91). This is not true of probabilistic beliefs. There is neither always a conjunctive closure property for non-infinitary nor infinitary conjunctions for P.E.  ( 

What the theorem means is that epistemic computations defined by D.E. are not always reducible to those for P.E. in the computability theory sense. It is not a question of polynomial reducibility- it is reducibility at all. This is not obvious at all if you think about it.  It implies we have a stronger computability degree with deterministic epistemology, infinitary logic XE "infinitary logic" \i , model theory and set theory for computational epistemology.   Let us start with some specifics on diagrammatic computing.

Definition 5.1 Let M be a structure for a language L, call a subset X of M a generating set for M if no proper substructure of M contains X, i.e.,  if M is the closure of X U {c(M): c is a constant symbol of L}. An assignment of constants to M is a pair <A,G>, where A is an infinite set of constant symbols in L and G: A( M, such that  {G(a): a in A} is a set of generators for M. Interpreting a by g(a), every element of M is denoted by at least one closed term of L(A). For a fixed assignment  <A,G> of constants to M, the diagram of M, D<A,G>(M) is the set of basic (atomic and negated atomic) sentences of L(A) true in M. (Note that L(A) is L enriched with set A of constant symbols.) (
Definition 5.2 A G-diagram for a structure M is a diagram D<A,G>, such that the G in definition 5.1 has a proper definition by a specified function set. (
Remark: The specified functions above are those by which a standard model could be defined. Examples for such specified functions appear at set theory and foundations, e.g., (1 Skolem functions.

Theorem 5.2 G-diagrams for models can encode possible worlds. 

Proof. (assigned as exercise 4). (
      Now let us examine the definition of situation and view it in the present formulation. A situation consists of a nonempty set D, the domain of the situation, and two mappings: g,h. g is a mapping of function letters into functions over the domain as in standard model theory. h maps each predicate letter, pn, to a function from Dn to a subset of {t,f}, to determine the truth value of atomic formulas as defined below  The logic has four truth values: the set of subsets of {t,f}.{{t},{f},{t,f},0}. the latter two corresponding to inconsistency, and lack of knowledge of whether it is true or false.

      Due to the above truth values the number of situations exceeds the number of possible worlds. The possible worlds being those situations with no missing information and no contradictions. From the above definitions the mapping of terms and predicate models extend as in standard model theory. Next, a compatible set of situations is a set of situations with the same domain and the same mapping of function letters to functions In other worlds, the situations in a compatible set of situations differ only on the truth conditions they assign to predicate letters.

       The dynamics of epistemic states as formulated by generalized diagrams is exactly what addresses the compatibility of situations. How an algebra and model theory for epistemic states is to be defined by generalized diagram of possible worlds, is exactly what (Nourani 87,91) leads us to. To decide compatibility of two situations we compare their generalized diagrams. Thus we have the following Theorem.

Theorem  5.3 Two situations are compatible iff their corresponding generalized diagrams are compatible with respect to the Boolean structure of the set to which formulas are mapped (by the function h above, defining situations).

Proof  The G-diagrams, definition 5.2, encode possible worlds and since we can define a one-one correspondence between possible worlds and truth sets for situations, compatibility is definable by the G-diagrams. (
       One of the implications of the above towards cognition and descriptive computing from the point of view of computer vision is the notion of der Vielliecht Vorhandene.  It is within the mathematical expressive power of our methods (Nourani 1991,94) with infinitary logic to form an infinite conjunction of beliefs with respect to an AI world. Thus we can represent an AI world and all the compatible generalized diagrams that can make "something" des Vorhandene form the model-theoretic point of view and descriptive computing. It further allows us to compare dynamics a priori based on personality descriptions and a specific movie script to precast critical movie and TV scenarios with interactive intelligent multimedia, and emotional agent computing.   

But the cognition dimension only relies on observable data and cannot form a conjunction of beliefs on every sample of data to conclude that the same "something" above is des Vorhandenen. This is a consequence of the above theorems and formulation. The analogy is that of proof theory, model theory and Godel's incompleteness XE "Godel's incompleteness" \i  theorem (Kleene 67, for example).

3.11 Cardinality and Concept Descriptions

Let us present what we refer to as  Descriptive Computation applying generalized diagrams, following our earlier papers Nourani (1988,91). We define descriptive computation to be computing with G-diagrams for the model and techniques for defining models with G-diagrams from the syntax of a logical language. G-diagrams are diagrams definable with a known function set. Thus the computing model is definable by G-diagrams with a function set. 

The analogous terminology in set theory refers to sets or topological structure definable in a simple way. Thus by descriptive computation we can address artificial intelligence planning and theorem proving, for example. The author in (Nourani 1984) pursues the latter computational issues. The logical representation for reaching the object might be infinitary only. We show in Nourani (1994a,b, 96) that the artificial intelligence problem from the robot's stand point is to acquire a decidable descriptive computation XE "descriptive computation" \i  for the problem domain.

(Nourani 1996) proves specific theorems for descriptive computing on diagrams. A compatibility theorem applies descriptive computing to characterise situation compatibility. Further, a computational epistemic reducibility theorem is proved by the descriptive computing techniques on infinitary languages by the author in (1994b). A deterministic epistemics is defined and it is proved not reducible to known epistemics.  Cardinality XE "cardinality on concepts" \i  restrictions on concepts are important areas explored by AI. The concept description logics systems allow users to express local cardinality on particular role filers. 

Global restrictions on the instances of a concept are difficult and not possible. Cordiality restrictions on concepts can be applied as an application domain description logic ( Baader et.al. 1996).   The concept definitions with G-diagrams for localized KR and its relations to descriptive computable sets can be applied to concept cardinality restriction. By applying localized functions to define G-diagrams models for languages as defined by (Baader et.al. 96) can be generated with cardinality restrictions.  
3.12 Deduction Models and Perceptual Computing  

It might be illuminating to compare the G-diagram techniques and computational epistemology to the (Konolige 1984) starting with the consequential closure problem for artificial intelligence and the possible worlds. What Konologie starts with is the infeasibility premise for consequential closure, i.e. the assumption that an agent knows all logical consequences of his beliefs. The deductive model XE "deductive model" \i  is defined for situations where belief derivation is logically incomplete. The area had been voiced since (Fodor 75) and (Moore 80).

Konolige applies a model where beliefs are expressions in the agent’s “mind” and the agent reasons about them by manipulating syntactic objects.  When the process of belief derivation is logically incomplete, the deduction model does not have the property of the consequential closure XE "consequential closure" \i . Konolige defines a saturated deduction model and claims a correspondence property: For every modal logic of belief based on Kripke possible world models, there exists a corresponding deduction model logic family with an equivalent saturated logic

 In (Nourani 84,87,91,95,96) and the present paper it is shown there is a minimal characterization of AI reasoning models with generic diagrams from which models can be defined for belief revision and automatically generated. The G-diagrams are defined for incomplete KR XE "incomplete KR" \i , modalities, and model set correspondence. What computational epistemology defines is a model theoretic technique whereby without the consequential closure property requirements on agents a model-theoretic completeness can be ascertained via nodeterministic diagrams. Specific modal diagrams were defined for computational linguistics models by (Nourani 93,95). 

 From the practical view point the KR problems for first order logic formalisms as it is implied by  Konolige’s deductive view implies defining ways to apply links (Woods 75). In (Nourani-Lieberherr 1985) we showed how to define KR for automatic modeling with abstract objects for links in semantic nets (Schubert 76). Hence the deductive view might benefit from our computational applications.    

4. Intelligent Interfaces 

4.1 Affective Computing

(Picard 1999) assertions indicate not all modules is a designed AI system might pay attention to emotions, or to have emotional components. Some modules are useful rigid tools, and it is fine to keep them that way. However, there are situations where the human-machine interaction could be improved by having machines naturally adapt to their users. 

      Affective computing XE "Affective computing" \i 

 XE "Affective computing" \i  expands human-computer interaction by including emotional communication together with appropriate means of handling affective information. R.Picard’s group addresses reducing user frustration; enabling comfortable communication of user emotion; Developing infrastructure and applications to handle affective information; and Building tools that help develop social-emotional skills. Since neurological studies indicate that the role of emotion in human cognition is essential; emotions are not a luxury. Instead, emotions play a critical role in rational decision-making, in perception, in human interaction, and in human intelligence. 

      These facts, combined with abilities computers are acquiring in expressing and recognizing affect, open new areas for research. The key issues in “affective computing,'' (Piccard 1999a) computing that relates to, arises from, or deliberately influences emotions. New models are suggested for computer recognition of human emotion, and both theoretical and practical applications are described for learning, human-computer interaction, perceptual information retrieval, creative arts and entertainment, human health, and machine intelligence.  Scientists have discovered many surprising roles played by human emotion - especially in cognitive processes such as perception, decision making, memory judgment, and more.

      Human intelligence includes emotional intelligence XE "emotional intelligence" \i , especially the ability to a accurately recognize and express affective information. Picard suggests that affective intelligence, the communication and management of affective information in human/computer interaction, is a key link that is missing in telepresence environments and other technologies that mediate human-human communication.  (Picard-Cosier 1997) discusses new research in affective intelligence, XE "affective intelligence," \i  and how it can impact upon and enhance the communication process, allowing the delivery of the more natural interaction that is critical for a true telepresence. 

4.2 Knowledge-based Intelligent Interfaces

As we have seen thus far new advances in intelligent (knowledge-based) user interfaces that exploit multiple media text, graphics, maps - and multiple modalities --visual, auditory, gestural to facilitate human-computer interaction. The areas addressed are automated presentation design, intelligent multimedia interfaces, and architectural and theoretical issues. (Mayberry 1997) is an edited volume on some of the original contributions in the area. There are three sections that address automated presentation design, intelligent multimedia interfaces, and architectural and theoretical issues. Automated Presentation Design:  Intelligent Multimedia Presentation Systems: 

 Research and Principles; Planning Multimedia explanations using communicative acts, the automatic synthesis of multimodal Presentations;The Design of Illustrated Documents as a Planning Task; Automating the Generation of Coordinated Multimedia Explanations; Towards Coordinated Temporal Multimedia Presentations; Multimedia Explanations for Intelligent Training Systems. Intelligent Multimedia Interfaces XE "Intelligent Multimedia Interfaces" \i  are: The Application of Natural Language Models to Intelligent Multimedia. Enjoying the Combination of Natural Language Processing and Hypermedia for Information Exploration- An Approach to Hypermedia in Diagnostic Systems Integrating  Simultaneous Input from Speech, Gaze, and Hand Gestures. The Architectural and Theoretical Issues: The Knowledge Underlying Multimedia Presentations; Using "Live Information" in a Multimedia Framework. 

A Multilayered Empirical Approach to Multimodality: Towards Mixed Solutions of Natural Language and Graphical Interfaces; Modeling Issues in Multimedial Car-Driver  Interaction. Multiagent mulimedia navigation (section 6.1) has been applied in our projects for spacecraft (Nourani 1996d) and terrain logics at IV-98, XE "IV-98" \i  DaimlerBenz, Stuttgart and (Nourani 1999d) on spatial navigation. Intelligent active multimedia databases are treated in our papers since 1998 and is amongst the areas.

5.  Context

A preliminary overview to context abstraction and meta-contextual reasoning is presented. Abstract computational linguistics (Nourani 1996b) with intelligent syntax XE "intelligent syntax" \i , model theory and categories is presented in brief. Designated functions define agents, as in artificial intelligence agents, or represent languages with only abstract definition known at syntax. For example, a function Fi can be agent corresponding to a language Li. Li can in turn involve agent functions amongst its vocabulary. 

Thus context might be defined at Li. An agent Fi might be as abstract as a functor defining functions and context with respect to a set and a linguistics model as we have defined. Generic diagrams for models are defined as yet a second order lift from context. The techniques to be presented have allowed us to define a computational linguistics and model theory for intelligent languages. Models for the languages are defined by our techniques in (Nourani 1996a, 1987b) KR and its relation to context abstraction is defined in brief.

A computational linguistics with intelligent syntax and model theory is defined by (Nourani 1996b, 97a). Intelligent functions can represent agent functions, as artificial intelligence agents, or represent languages with definitions know at syntax. Since the languages represented by the agent functions can have arbitrary grammars not known to the signatures defined amongst the agent set, nondeterministic syntax computing is definable by the present linguistics theory. Form and context are definable by viewing computational linguistics by agent function sets. An agent FI might be as abstract as Functors defining functions and context with respect to a set and a linguistics model as we have defined. 

To address the issues raised the role of context in KR and Natural Language systems, particularly in the process of reasoning is related to diagram functions defining relevant world knowledge for a particular context. The relevant world functions can transfer the axioms and relevant sentences for reasoning for a context. Further, by passing context around trees via intelligent syntax trees the locality burden is lifted from the deductive viewpoint. A formal computable theory can be defined based on the functions defining computable models for a context and the functions carrying context around.

 For the VAS XE "VAS" \i  (Nourani 1997b) context foundations it is indeed possible to decrease the computational complexity XE "computational complexity" \i  of a formal system XE "formal system" \i  by the means of introducing context? Context localizes relevant worlds and specific computable functions define the world. Thus extraneous deductions are instant credits reducing complexity. The “what is context” question is reviewed in section 3.3 from section 4 on we explore relations between contexts. Decontextualization is possible and might be necessary to address structural deductions. It might further be implied by paraconsistent logics (Nourani 1999a). Meta-contextual XE "Meta-contextual" \i  reasoning and a brief view to defining inter-context relations are introduced further on Intellligent languages were presented in brief ib the author;s pubrlications.

 Since the function symbols appearing might be invented by an activated agent without being defined in advance, intelligent Syntax allows us to program with nonderministic syntax. The parsing problems are quite challenging. Trees connect by message sequences hence carry parsing sequences with them. Thus the present computational linguistics theory is a start to Programming with VAS (Nourani 1997b ) and Nondeterminitic Syntax. Other agent language projects are reported at(Finin et.al. 1997).  We have defined intelligent context free grammars in(Nourani 1997b) as follows. 

Definition 5.3 A language L is intelligent context free XE "intelligent context free" \i , abbreviated by ICF, iff L is intelligent and there is a context free grammar defining L.(
 A preliminary parsing theory might be defined once we observe the correspondence between String Functions XE "String Functions" \i  and context. Let us define string intelligent functions.  Functorial Linguistic Abstraction is where defining categories XE "categories" \i  on the languages allows us to define lifts, for example, from context.  Intelligent functions can represent agent functions, as in artificial intelligence agents, or represent languages with only abstract definition known at syntax. For example, a function Fi can be an agent corresponding to a language Li. Li can in turn involve agent functions amongst its vocabulary. Thus context might be defined at Li.. 

An agent Fi might be as abstract as a functor (Maclaine 1971, ADJ 1973) defining functions and context with respect to a set and a linguistics model as we have defined. Since the languages represented by the agent functions can have arbitrary grammars not known to the signatures defined amongst the agent set, nondetermintic syntax computing is definable by the present linguistics theory. This area is explored in (Nourani 1996b,97a). Form and context are definable by viewing computational linguistics by agent function sets.

5.1 Models And Syntax

In the papers referred to we have presented computing with intelligent trees and objects, where intelligent tree rewriting as a formal algebraic and model-theoretic computing technique might be defined from the abstract syntax trees XE "abstract syntax trees" \i  and language constructs. The generalized diagrams were defined by this author to encode the model-theoretic semantics of a language from its abstract syntax.

     The techniques present language designs with linguistics constructs that make it easier to identify G-diagram models and define automatic implementations from abstract syntax. There is a theory in principle for building models from syntax for first order logic. However, the computing enterprise requires more general techniques of model construction and extension, since it has to accommodate dynamically changing world descriptions and theories. The models to be defined are for complex computing phenomena for which we define

5.2 Agent Linguistics 

The linguistics abstraction XE "linguistics abstraction" \i  techniques proposed allow us to lift from context to structures for analogical reasoning and proofs with free proof trees (Nourani 1995c). For example, the G-diagrams for models technique is applied at two levels for reasoning at meta-context. Models definable XE "definable models" \i  with G-diagrams allow free proof trees to be defined for meta-contextual reasoning with intelligent trees.  The diagrams further define D<A,G> categorical abstractions are defined for lifting from diagrams to categories for definable models. A third application for G-diagrams is for encoding situations- thus abstracting from Possible Worlds Context.

Categorical grammars XE "Categorical grammars" \i  are as close as computational linguistics XE "computational linguistics" \i  has come to what we might want to refer to by Linguistics Abstraction. The term categorical, however, is not quite in the same sense as in functorial linguistics abstraction (Nourani 1996b). There are recent techniques for structurally transforming abstract syntax by applying logical rules, for example functional composition, and abstraction. They are called categorical grammars (Lambek 1987, Konig 1990).     These techniques have formed a basis for defining natural deduction like rules for grammars and proof techniques for abstract syntax trees by Koenig.

 There are a number of references to the present author in the paper due to him having put forth the present area for computational logic only to show where it has been thus far. The linguistics abstraction t XE "linguistics abstraction t" \i echniques proposed allows us to lift from context to structures for analogical reasoning and proofs with free proof trees (Nourani 1995c). For example, the G-diagrams for models technique is applied at two levels for reasoning at meta-context. Models definable with G-diagrams allow free proof trees to be defined for meta-contextual reasoning with intelligent trees.  The diagrams further define D<A,G> categorical abstractions are defined for lifting from diagrams to categories for definable models. A third application for G-diagrams is for encoding situations- thus abstracting from Possible Worlds Context.

There are a number of references to the present author in the paper due to him having put forth the present area for computational logic to show  where it has been thus far.  In the author's papers and  here we have presented computing with intelligent trees and objects, where intelligent tree rewriting as a formal algebraic and model-theoretic computing technique might be defined from the abstract syntax trees and language constructs. The generalized diagrams were defined by this author to encode the model-theoretic semantics of a language from its abstract syntax.

Language designs with linguistics constructs are presented that make it easier to identify G-diagram models and define automatic programming from abstract syntax (Nourani 1993b,98d,95d) .  There is a theory in principle for building models from syntax for first order logic. However, the computing enterprise requires more general techniques of model construction and extension, since it has to accommodate dynamically changing world descriptions and theories. The models to be defined are for complex computing phenomena for which we define generalized diagrams.

5.3 Meta-Contextual Reasoning

What is context? Is context an inherent characteristic of natural language that ultimately decides the formal power of natural language? The abstract linguistics put forth by our linguistics abstraction have surprising implications. Utterance rich with abstractions, metaphors and string intelligent functions, i.e., functions and functors transcending context, is definable by a context free grammar. Abstract syntax and intelligent models are further presented.  Computing with intelligent trees (Nourani 1996a), G-diagrams for their models, and D<A,G> categories are introduced in our mathematics projects published at ASL 1996-on, and applied to meta-contextual reasoning.

Meta-contextual reasoning XE "Meta-contextual reasoning" \i  is defined by lifting from syntax and clausal theories to proof theory with G-diagrams for intelligent trees D<A,G> categories- categories for models definable by G-diagrams. Proof abstraction XE "pProof abstraction" \i  and planning with free proof trees (Nourani 1995c, Nourani-Hoppe 1994) are another technique for meta-contextual reasoning (Nourani 1999b). Relations between contexts can be defined by what context relevant functions are applied as to the context they correspond to and the context in which they appear. Intelligent signature functions transferring context around also define inter-context relations. A computer system can automatically infer the relation between some given set of contexts from the inter-context relevant functions.

5.4 KR, Models, and Context

Defining a category XE "category" \i  from the generalized diagram below is a second order lift from context.  The G-diagram D<A,G> defines a linguistics abstraction from content from which a linguistics model might be defined for reasoning.  Abstract model theory as a second order lift is defined by a category D<A<G>. The D<A,G> category is the category for models definable form D<A,G>. Knowledge representation XE "Knowledge representation" \i  has two significant roles: to define a model for the AI world, and to provide a basis for reasoning techniques to get at implicit knowledge. Diagrams are the set of atomic and negated atomic sentences that are true in a model. Generalized diagrams are diagrams definable by a minimal set of functions such that everything else in the models closure can be inferred, by a minimal set of terms defining the model.

 Thus providing a minimal characterisation of models, and a minimal set of atomic sentences on which all other atomic sentences depend. Our primary focus will be the relations amongst KR, AI worlds, and the computability of models. To keep the models which need to be considered small and to keep a problem tractable, such that the models could be computable and within our reach, are important goals (Nourani 1994). We show that we can apply G-diagram functions to localise reasoning to the worlds affected by some relevant functions to a specific reasoning aspect.

5.5 Diagrams and Incomplete Knowledge

In this section we extend the notion of generalized diagram (G-diagram) to include plausibility and nondeterminism XE "plausibility and nondeterminism" \i  for planning and for representation of possible worlds. An extended notion of G-diagram can encode possible worlds to capture the "maximally complete" idea and can be used for model revision XE "model revision" \i  and reconstruction. By assigning a plausibility ranking to formulas one can set a truth limit ordinal t as the truth threshold.

These notions of diagram are applied by way of example to planning such that the notions of computations with diagrams and free proof trees can be illustrated. A nondeterministic diagram is a diagram with indeterminate symbols instead of truth values for certain formulas. For example, (nondeterministic diagram) = {p(c),q(c),p(f(t)),q(f(c)),q(f(f(c))),I_q(f(s)))}, t is as defined by induction before; and I_q(f(s)) = I_q for some indeterminate symbol I_q, for {s=t sub n, n>=2}

Formulas with plausibility ranking less than t would be assigned 'T' and the other formulas would be assigned `F.' Thus (Nournai 1988,91) defined the notion of a plausible diagram, which can be constructed to define plausible models for revised theories. In practice, one may envision planning with plausible diagrams such that certain propositions are deliberately left indeterminate to allow flexibility in planning. In (Nourani 1991) nondeterministic diagrams were defined by assigning an undefined "X" symbol to predicates in the diagram whose truth values are not known at each stage of planning.

Such extensions to the usual notion of diagram in model theory are put forth in (Nourani 1988, 1991). That approach was one method of avoiding the computational complexity and computability problems of having complete diagrams. Truth maintenance and model revision can all be done by a simple reassignment to the diagram. The canonical model of the world is defined directly from the diagram.  Generalized diagrams are shown to be an encoding for a minimal fficient knowledge representation technique applied to define relevant world models and implement reasoning trees. We have further shown  how by defining predictive  diagrams, partial deduction XE "partial deduction" \i  and abduction XE "abduction" \i  could be represented model-theoretically. We have also applied the techniques to proof abstraction and other related problems elsewhere. 

6. Multiagent Visual Planning


6.1  Visual Context And Objects


The visual field XE "visual field" \i  is represented by visual objects connected with agents carrying information amongst objects about the field, and carried onto intelligent trees for computation. Intelligent trees compute the spatial field information with the diagram functions. The trees defined have function names corresponding to computing agents. The computing agent functions have a specified module defining their functionality.


[image: image2.wmf]
Figure 2. Agents and Visual Objects

The balloons are visual objects, the squares agents, the dotted lines the message paths.

      Multiagent spatial vision XE "Multiagent spatial vision" \i  techniques are introduced in (Nourani 1998a,b). The duality for our problem solving paradigm (Nourani 1991a,95a,95b) is generalized to be symmetric by the present paper to formulate Double Vision Computing. The basic technique is that of viewing the world as many possible worlds with agents at each world that compliment one another in problem solving by cooperating. An asymmetric view of the application of this computing paradigm was presented by the author and the basic techniques were proposed for various AI systems (Nourani 1991a). The double vision computing paradigm with objects and agents might be depicted by the following figure. For computer vision (Winston 1975), the duality has obvious anthropomorphic parallels. The object co-object pairs and agents solve problems on boards by co-operating agents
6.2 Multiagent Visual Planning  

The co-operative problem solving paradigms have been applied ever since the AI methods put forth by Hays-Roth  et.al. (1985). See (Nii 1986). The muliagent multi-board XE "muliagent visual planning" \i  techniques due to (Nourani 1995a), see next section.
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Figure 3. Multiagent Multi-board Computing

The BID model has to be enhanced to be applicable to intelligent multimedia. Let us start with an example  multi-board model where there multiagnt computations based on many boards, where the boards corresponds to either virtual possible worlds or to alternate visual views to the world, or to the knowledge and active databases. The board notion is a generalization of the Blackboard problem solving model (Hays-Roth 1985), (Nii 1986).

     The blackboard model consists of a global database called the blackboard and logically independent sources of knowledge called the knowledge sources.   The knowledge sources respond opportunistically to the changes on the blackboard. Starting with a problem the blackboard model provides enough guidelines for sketching a solution. Agents can cooperate on a board with very specific engagement rules not to tangle the board nor the agents. The multiagent multi-board model, henceforth abbreviates as MB, is a virtual platform to an intelligent multimedia BID agent computing model. We are faced with designing a system consisting of the pair <IM-BID,MB>, where IM-BID XE "IM-BID" \i  is a multiagent multimedia computing paradigm where the agents are based on the BID model. The agents with motivational attitudes model is based on some of the assumptions described as follows.

      Agents are assumed to have the extra property of rationality: they must be able to generate goals and act rationally to achieve them, namely planning, replanting, and plan execution. Moreover, an agent's activities are described using mentalistic notions usually applied to humans. To start with the way the mentalistic attitudes are modulated is not attained by the BID model. It takes the structural IM-BID to start it. The preceding sections on visual context and epistemics have brought forth the difficulties in tackling the area with a simple agent computing model.

       The BID model does not imply that computer systems are believed to actually "have" beliefs and intentions, but that these notions are believed to be useful in modeling and specifying the behavior required to build effective multi-agent systems, for example (Dennet 1996). The first BID assumption is that motivational attitudes, such as beliefs, desires, intentions and commitments are defined as reflective statements about the agent itself and about the agent in relation to other agents and the world. These reflective statements are modeled in DESIRE in a meta-language, which is order sorted predicate logic. 

       At BID the functional or logical relations between motivational attitudes and between motivational attitudes and informational attitudes are expressed as meta-knowledge, which may be used to perform meta-reasoning resulting in further conclusions about motivational attitudes. If we were to plan with BID with intelligent multimedia the logical relations might have to be amongst worlds forming the attitudes and event combinations. 

      For example, in a simple instantiation of the BID model, beliefs can be inferred from meta-knowledge that any observed fact is a believed fact and that any fact

communicated by a trustworthy agent is a believed fact. With IM_BID, the observed facts are believed facts only when a conjunction of certain worlds views and evens are in effect and physically logically visible to the windows in effect. Since planning with IM_BID is at times with the window visible agent groups, communicating, as two androids might, with facial gestures, for example (Picard 1998).

        In virtual or the “real-world” AI epistemics, we have to note what the positivists had told us some years ago: the apparent necessary facts might be only tautologies and might not amount to anything to the point at the specifics. Philosophers have been faced with challenges on the nature of absoulte and the Kantian epistemtics (Kant XE "Kant" \i  1990) (Nourani 1999a) for years. It might all come to terms with empirical facts and possible worlds when it comes to real applications.               

     A second BID assumption is that information is classified according to its source: internal information, observation, communication, deduction, assumption making. Information is explicitly labeled with these sources. Both informational attitudes (such as beliefs) and motivational attitudes (such as desires) depend on these sources of information. Explicit representations of the dependencies between attitudes and their sources are used when update or revision is required. 

      A third assumption is that the dynamics of the processes involved are explicitly modeled. A fourth assumption is that the model presented below is generic, in the sense that the explicit meta-knowledge required to reason about motivational and informational attitudes has been left unspecified. To get specific models to a given application this knowledge has to be added. A fifth assumption is that intentions and commitments are defined with respect to both goals and plans. An agent accepts commitments towards himself as well as towards others (social commitments). For example, a model might be defined where a agent determines which goals it intends to fulfill, and commits to a selected subset of these goals. Similarly, an agent can determine which plans it intends to perform, and commits to a selected subset of these plans. 

      Most reasoning about beliefs, desires, and intentions can be modeled as an essential part of the reasoning an agent needs to perform to control its own processes.  The task of belief determination requires explicit meta-reasoning to generate beliefs. Desire determination:Desires can refer to a (desired) state of affairs in the world (and the other agents), but also to (desired) actions to be performed. 

      Intention and commitment determination: Intended and committed goals and plans are determined by the component intention_and_commitment_determination.

 This component is decomposed into goal_determination and plan_determination. Each of these subcomponents first determines the intended goals and/or plans it wishes to pursue before committing to a specific goal and/or plan. 
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