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1.Introduction 

       Multiagent visual computing techniques are applied to design autonomous flight control and spacecraft navigation. The basic technique introduced in [4] is that of viewing the world as many possible worlds with agents at each world that compliment one another in problem solving by cooperating. The double vision computing paradigm with objects and agents might be depicted by the following figure. The cooperative problem solving paradigms have been applied ever since the AI methods put forth by Hays-Roth. However, the muliagent multiboard techniques due to the author [24]. The techniques to be presented are to be applied to Mobile Multimedia. Communication and computation by multimedia visual-object languages can be programmed with IM with a simple syntax. The techniques to be presented are to be applied for (a) Precomputed video-object composition and combination for spatial morph Gentzen computing with visual objects (b) High speed visual spacecraft navigation with multiagent multimedia. The Morph Gentzen Computing Logic or computing for multimedia is new projects with important computing applications since [2]. The basic principles are a mathematical logic where a Gentzen [36] or natural deduction systems are defined by taking arbitrary structures and multimedia objects coded by diagram functions. Multimedia objects are viewed as syntactic objects defined by functions, to which the deductive system is applied. The deduction rules are a Gentzen system augmented by Morphing, and Transmorphing on events {p1, p2, pn} with a consequent hybrid picture p. Thus the combination is an impetus event.  The deductive theory is a Gentzen system in which hybrid pictures are named by parameterized functions; augmented with the morph rules. A soundness and completeness theorem has been put forth in the author's papers on Morph Gentzen, which is applied to visual multiagent flight control and planning.   

2. Multiagent Visual Planning

The visual field is represented by visual objects connected with agents carrying information amongst objects about the field, and carried onto intelligent trees for computation. Intelligent trees compute the spatial field information with the diagram functions. The trees defined have function names corresponding to computing agents. The computing agent functions have a specified module defining their functionality. Multiagent spatial vision techniques are introduced in the author's papers [31]. The muliagent multi-board techniques due to Nourani [24]. The BID Breizier-Treure et.al. [10] model has to be enhanced to be applicable to intelligent multimedia. Let us start with an example multi-board model where there multiagent computations based on many boards, where the boards corresponds to either virtual possible worlds or to alternate visual views to the world, or to the knowledge and active databases. The board notion is a generalization of the Blackboard problem-solving model since Hayes-Roth. The blackboard model consists of a global database called the blackboard and logically independent sources of knowledge called the knowledge sources.   The knowledge sources respond opportunistically to the changes on the blackboard. Starting with a problem the blackboard model provides enough guidelines for sketching a solution. Agents can cooperate on a board with very specific engagement rules not to tangle the board or the agents. The multiagent multi-board model, henceforth abbreviates as MB, is a virtual platform to an intelligent multimedia BID agent-computing model. We are faced with designing a system consisting of the pair <IM-BID,MB>, where IM-BID is a multiagent multimedia computing paradigm where the agents are based on the BID model. The agents with motivational attitudes model is based on some of the assumptions described as follows.  Agents are assumed to have the extra property of rationality: they must be able to generate goals and act rationally to achieve them, namely planning, replanting, and plan execution. Moreover, an agent's activities are described using mentalists notions usually applied to humans. To start with the way the mentalist attitudes are modulated is not attained by the BID model. It takes the structural IM-BID to start it. The preceding chapters and sections on visual context and epidemics have brought forth the difficulties in tackling the area with a simple agent-computing model. The BID model does not imply that computer systems are believed to actually "have" beliefs and intentions, but that these notions are believed to be useful in modeling and specifying the behavior required to build effective multi-agent systems. The first BID assumption is that motivational attitudes, such as beliefs, desires, intentions and commitments are defined as reflective statements about the agent itself and about the agent in relation to other agents and the world. These reflective statements are modeled in DESIRE [10] in a meta-language, which is order sorted predicate logic. At BID the functional or logical relations between motivational attitudes and between motivational attitudes and informational attitudes are expressed as meta-knowledge, which may be used to perform meta-reasoning resulting in further conclusions about motivational attitudes. If we were to plan with BID with intelligent multimedia the logical relations might have to be amongst worlds forming the attitudes and event combinations.  For example, in a simple instantiation of the BID model, beliefs can be inferred from meta-knowledge that any observed fact is a believed fact and that any fact communicated by a trustworthy agent is a believed fact. With IM_BID, the observed facts are believed facts only when a conjunction of certain worlds views and evens are in effect and physically logically visible to the windows in effect. Since planning with IM_BID is at times with the window visible agent groups, communicating, as two androids might, with facial gestures, for example Picard [21]. In virtual or the "real-world" AI epistemics, we have to note what the positivists had told us some years ago: the apparent necessary facts might be only tautologies and might not amount to anything to the point at the specifics. A BID assumption is that information is classified according to its source: internal information, observation, communication, deduction, assumption making. Information is explicitly labeled with these sources. Both informational attitudes (such as beliefs) and motivational attitudes (such as desires) depend on these sources of information. Explicit representations of the dependencies between attitudes and their sources are used when update or revision is required. A third assumption is that the dynamics of the processes involved are explicitly modeled. A fourth assumption is that the model presented below is generic, in the sense that the explicit meta-knowledge required to reason about motivational and informational attitudes has been left unspecified. To get specific models to a given application this knowledge has to be added. A fifth assumption is that intentions and commitments are defined with respect to both goals and plans. An agent accepts commitments towards himself as well as towards others. For example, a model might be defined where an agent determines which goals it intends to fulfill, and commits to a selected subset of these goals. Similarly, an agent can determine which plans it intends to perform, and commits to a selected subset of these plans.  Most reasoning about beliefs, desires, and intentions can be modeled as an essential part of the reasoning an agent needs to perform to control its own processes.  The task of belief determination requires explicit meta-reasoning to generate beliefs. Desire determination:Desires can refer to a (desired) state of affairs in the world (and the other agents), but also to (desired) actions to be performed.       Intention and commitment determination: Intended and committed goals and plans are determined by thecomponent intention_and_commitment_determination This component is decomposed into goal_determination and plan_determination. Each of these subcomponents first determines the intended goals and/or plans it wishes to pursue before committing to a specific goal and/or plan. Since the basic IM computing visual objects are hybrid pictures we define new planning techniques with hybrid pictures. The IM planning does not only applies planning with agents, it applies Morph Gentzen rules to hybrid pictures to achieve plan goals. The hybrid pictures carry out responsive, proactive, and reactive planning, only initiated and directed by a planning system. Morphing is applied with precise fluidity to plan computation.

3. The Planning Picture 

The Planning Vocabulary we invoke is as follows. Basic planning as in the introduction. Domain Dependent - domain specific heuristics are applied to control planner operations. Domain Independent- planners in which planning KR and algorithms are expected to work for a reasonably large variety of applications domains. Task Level Planning-  Redefined Tasks, Predefined Programs, Fixed Robot World View. Mission Planning- generating activity plans from specific domain parameters for automating activities relevant to the mission.  Planning as Search: A potentially large search space for selecting a plan. Model views and heuristics can help. Conjunctive Goal Planning: Several simultaneous goals are tackled to have a marked effect on the search space. Plan Levels at Abstrips separated the goals by prioritizing importance. Hence abstract and general goals are satisfied before. The concrete and detail levels are treated next. Distributed and Agent Planning- Agents assigned to plan and applied distributed resources of problem-solving expertise. Metaplanning- planner reasons about goals and the techniques for generating plans. Model-Theoretic Planning: The World Model is defined form diagrams for models. Plans are operations resulting to terms at which goals are realized at the worlds. Domain Independent Planning- it can apply to many planning techniques, e.g. model-theoretic planning or distributed and multiagent planning.  Action order plans-Represent plan as ordered actions; define points in the search space as partially elaborated plans; start form an initial state in the partial plan, apply a sequence of plan transformations to a fully detailed plan; Robot planning where robot’s are situated in a world and acts based on an internal model for the external reality.
 
3.1 The Newer Planning Projects

      There are further new planning projects as indicated. here. Plan Abstraction and Simplifications Fikes-Nilssen and Sacerdoti; Planning with Agents; Reactive Planning For robots; Hierarchical Planning; Practical Standard Planning Problems. Model-based planning and Intelligent multimedia planning from Nourani 1991-2000. How the standard planner is to interact with the preceding planner components is a very complex design process. The IM_BID model is applied with agents before presenting individual agent goals to the standard 
planner via the Agent Loop manger. 
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Figure 1 Multiagent Planner 

3.2 Planning and Spatial Navigation

Multiple AI worlds populated by agents having many concurrent goals present new planning problems. Neither a purely reactive nor standard planning might apply. The former does not apply because the agents have to know what they will be doing in the future to make decisions what to do in the present. The latter does not fully apply because of the size and the scope of the problems presented. Multilevel mutliagent hybrid planning has to be defined.  The project applies knowledge representation on generalized diagrams. The method of generalized diagrams, abbreviated by G-diagram, form Nourani [5] were invented for AI planning and reasoning, formulating various notions of generalized and free diagrams.  It shows that G-diagrams from the basis for minimal efficient knowledge representation, henceforth abbreviated by KR, paradigms. Areas touched upon are foundational and formal. Essential characteristics of visual representations, diagram understanding and interpretation, properties of animated and changing diagrams, knowledge representation and inference, visual reasoning with diagrammatic programming languages, modelling interaction with diagrams, sound logical reasoning with diagrams, combination of diagrammatic knowledge and domain knowledge. Many examples are drawn from theories of AI to planning for robots to show the applicability of the techniques and theories proposed. World model revision is one of the difficult aspects of the nonmonotonic reasoning systems. [1] present ways to get around it with generalized diagrams, where models are implicitly revised through dynamic changes to the diagrams from which the models are built. Hence we show that KR by G-diagrams simplifies the world revision problem. Generalized diagrams are used to build models with a minimal family of generalized Skolem functions.  The minimal set of function symbols is functions with which a model can be built inductively. The functions can correspond to objects defining shapes and depicting pictures. We cannot formalize the real world. AI Worlds are relevant descriptions for problem solving in the real world parts we want models for. G-diagrams can analogically model the semantics of a problem domain. The specific spatial areas addressed are cognitive structure of spatial knowledge, languages of spatial relations spatial and temporal reasoning, navigation in spatial environments, incomplete or imprecise spatial knowledge, presentation of spatial information Virtual reality and robot navigation.

3.3 Planning and Scheduling 

There are two types of schedules applied to planning. For spacecraft function plans there are events scheduled during the plan period. Scheduled evens are actions over which the planner has no control, in the sense of initiating them, but are known to occur at defined times. Plan activity schedules for plan process synchronization. Example new projects are planning and scheduling systems to generate spacecraft commands from high level goals, for example, in the goal-driven command software projects at JPL 

3.4 The Chronology Directed Search 

       Heuristics are important in producing effective schedules. Chronologies are a way to get at the current state of volatile schedules. Chronologies are limited histories of the scheduling process. The planning-scheduling requirements for NASA deep space missions are extremely time and labor intensive. For the Voyager II encounter with Uranus the generation of acceptable schedules took work-decades of effort.
The number of requested tasks far exceeds the capabilities of the spacecraft leading to highly over-subscribed spacecraft resources. Further more, the domain constraints are insufficient to narrow down the scheduling choices.  It is because the problem space is under-constrained. Chronology Directed Search Scheduling is applied to the Operations Mission Planner OMP at JPL in 1989.

3.4 Planning and Control Abstraction 

         Difficult scheduling problems were presented by the Space Station Freedom Project. Changing complements of payloads compete with each other and with the core system for resources. They potentially interfere with each other rights to an operating environment - a form of disturbing influences.  Control Abstraction for planing scheduling might be defined to support the operators in establishing their schedule, and in responding to schedule changes in targets of opportunity. Provide an operating envelope schedule to allow users to develop detailed schedules. Limit requirements for the knowledge of individual payloads to the external effects permitted during or necessary for a control abstraction block. Control abstraction to for planning scheduling with constraints had been applied by Nourani since 1986. The Space Station Freedom Project reported the following techniques in 1991 for scheduling control abstraction: A planning scheduling technique is defined by separating the schedule integration from the detailed scheduling of individual operations. Many scheduling problems require constraints to be satisfied so that the schedules can be met, but do not require that the system reason about how the world changes as scheduled events occur. On the other hand, if the set of actions must be generated based on current situation and the current goals, then the problem solution itself also involves planning. For fixed location fixed view world robotics, e.g. a preprogrammed task specific robot often times task level programming and intelligent scheduling does most of the job. Since the problem is for the most part what ISIS sorts of systems are designed for. When it comes to autonomous spacecraft planning the latter applies. Furthermore, the problems are compounded with altering world views and schedules. For most AI problems the restrictions imposed by the problem constrain the admissible solutions to the extent that least commitment and constrain propagation techniques may converge to a solution schedule.


4. Virtual Worlds and Models
4.1 Relevant Worlds

Knowledge representation has two significant roles: to define a model for the AI world, and to provide a basis for reasoning techniques to get at implicit knowledge. An ordinary diagram is the set of atomic and negated atomic sentences that are true in a model. Generalized diagrams are diagrams definable by a minimal set of functions such that everything else in the model closure can be inferred, by a minimal set of terms defining the model. Thus providing a minimal characterization of models, and a minimal set of atomic sentences on which all other atomic sentences depend.  Let us define a simple language L = <{tweedy},{a},{bird}, predicate letters, and FOL>. A model may consist of {bird(tweedy), ( penguin(tweedy) ( bird(tweedy), bird(tweedy) v - bird(tweedy), ...}. others may consist of {p(a), (p(a) (  p(a), p(a) v p(x), p(a) v p(x) v p(y),...}. For AI we want models that could be computed effectively and efficiently. Thus, it is useful to restrict the types of models that we define for real world applications. Primarily, we are interested in models with computable properties definable from the theory. In order to point out the use of the generalized method of diagrams we present a brief view of the problem of planning form [5] within the present formulation. The diagram of a structure in the standard model-theoretic sense is the set of atomic and negated atomic sentences that are true in the structure.  The generalized diagram (G-diagram) [4] is a diagram in which the elements of the structure are all represented by a minimal specified set of function symbols and constants. Thus it is sufficient to define the truth of formulas only for the terms generated by the minimal family of functions and constant symbols. Such assignment implicitly defines the diagram. This allows us to define a canonical model of a theory in terms of a minimal family function symbols. By definition a diagram is a set of atomic and negated atomic sentences, and can therefore be considered as a basis for defining a model, provided we could by algebraic extension, define the truth-value of arbitrary formulas instantiated with arbitrary terms. Thus all compound sentences build out of atomic sentences then could be assigned a truth-value, handing over a model. The following examples would run throughout the paper  Consider the primitive first order language (FOL) L = {c},{f(X)},{p(X),q(X)} Let us apply Prolog notation convention for constants and variables) and the simple theory {for all X: p(X) ( q(X),p(c)}, and indicate what is meant by the various notions.  (model) = {p(c),q(c),q(f(c)),q(f(f(c))),...},{p(c) &q(c),   p(c) & p(X), p(c) &p(f(X)), ...}, {p(c) v p(X), p(c) v  p(f(X)), p(c) ( ( p(c)...}. Diagram  p(c),q(c),p(c),q(f(c)),q(f(f(c))),...},...,q(X)}, i.e.,  diagram = the set of atomic formulas of a model. The diagram is (diagram)= {p(c),q(c),q(f(c)),q(f(f(c))), ...,q(X)}. The G-diagrams are applicable to KR for planning with incomplete knowledge [5] and free proof trees [5,9]. 

4.2 Virtual Trees

       The technique applied is to instantiate proof tree leaves with free Skolemized trees. Thus virtual trees are substituted for the leaves. In the present approach, as we shall further define, leaves could be virtual trees. By a virtual tree we intend a term made of constant symbols and Skolem functions terms A plan is a sequence of operations in the universe that could result in terms that instantiate the truth of the goal formulas in the universe. That's what goes on as far as the algebra of the model is concerned. It is a new view of planning prompted by our method of planning with GF-diagrams and free Skolemized trees. It is a model-theoretic view. Proof-theoretically a plan is the sequence of proof steps [6] that yields the proof for the goal formula. The proof theoretic view is what the usual AI literature presents. The planning process at each stage can make use of GF-diagrams by taking the free interpretation, as tree-rewrite computations, for example, of the possible proof trees that correspond to each goal satisfiability. The techniques we have applied are to make use of the free Skolemized proof trees in representing plans in terms of generalized Skolem functions. In planning with GF-diagrams that part of the plan that involves free Skolemized trees is carried along with the proof tree for a plan goal. We can apply predictive diagram KR to compute queries and discover data knowledge from observed data and visual object images keyed with diagram functions. Model-based computing [5,31] which can be applied to automated data and knowledge engineering with keyed diagrams. Specific computations can be carried out with predictive diagrams [5].
         For cognition, planning, and learning the robot's mind a diagram grid can define state. The starting space applicable project was meant for autonomous robots wandering at outer space. The designs in Nourani [4] are ways for a robot to update its mind state based on what it encountered on its path. What the robot believes can be defined on a diagram grid. The degree to which a robot believes something is on the grid. It can get strengthened or weakened as a function of what the robot learns as progress is brought on. Robot's Mind State- The array grid entries are pointing to things to remember and the degree the robot believes them. The entry 15 is an item robot believes the most. Logically and theoretically the grid is minimally defined by the G-diagram functions. The gird model is a way to encode diagrammatic reasoning. 

4.3 The Spatial Muliagent Navigator

The autonomous space vehicles, e.g. Mars Rovers, are example areas where we have provided applications for spatial agent computing. Space examples are areas where there are specific terrains precomputed for missions. For such environments Morph Gentzen Spatial Logic can be designed to carry out autonomous intelligent multimedia activities. Morph Gentzen terrain logic is designed where a combinations known terrain events vision sensed trigger a specific autonomous activity by a Mars Rover in real-time.  The microrover technology has several limitations precluding more ambitious science-rich missions. Onboard machine intelligence provides capabilities for autonomous search and recognition of potentially interesting targets, as well as capabilities for sensor platform planning and utilization. Morph Gentzen terrain logic can be applied to enhance autonomous traversal and autonomous multimedia search.  

4. 4The Autonomous Enterprise

The designs state all exceptions to actions and what recovery and corrective actions are to be carried out. For each action on an object a dual action is to be supplied such that a specifier can fully define the effect of the dual actions. As an illustration the following trivial example defines part of a flight system's operations.  Object:= Enterprise_Flight_Computer; Set module at Locations Scanned by the Virtual_Moveer scanning device; Energise; Exp:=OPS:= Virtual_Move (Source,Destination,Object)| ......; EVirtual_Move (Source,Destination,Object) |...; 

Virtual_Move (Mars,Enterprise, Module) => Signal an available Mars_Rover robot to Fetch Module from <stored_location, module number>; EVirtual_Move(Mars, Enterprise,Module) => If Mars Rover robot signals that Module is locked or too heavy for robot to move to Virtual_Moveable points, Activate_Multiple_Robots to cooperate, unlock and move module to Virtual_Move point. An example model diagram function is Virtual_Move. A Morph Gentzen design might be applied to precomputed terrain multimedia chips.  The pi's are processes. Semicolon represents processes sequencing. For example, p1;p2 represents processes p1 and p2 running sequentially,p1 followed by p2. Each of the message syntactic categories can be defined in very simple terms to suit the particular intended application areas. In addition, the specification language is extendible as far as the type of communication it allows the processes and the nature of parallelism. The process bodies can be specified in terms of the actions they are intended to perform and the messages they send. <module> := {p1;p2;...;pn} || {q1;q2;...;qn} || <module> || <{pi}>. Developing robotic rovers for planetary surface exploration are areas where multiagent Morph Gentzen multimedia planning might be applied.

5. Morph Gentzen Computing

 The IM Morphed Computing Logic for computing for multimedia is new projects with important computing applications since Nourani [27,26]. The basic principles are a mathematical logic where a Gentzen[14] or natural deduction [15] systems is defined by taking arbitrary structures and multimedia objects coded by diagram functions. Multimedia objects are viewed as syntactic objects defined by functions, to which the deductive system is applied. Thus we define syntactic morphings [11] to be a technique by which multimedia objects and hybrid pictures are morphed and, perhaps holographically, mapped via their defining functions to a new hybrid picture. The deduction rules are a Gentzen system augmented by Morphing, and Transmorphing. The logical language has function names for hybrid pictures. The MIM Morph Rule - An object defined by the functional n-tuple <f1,..,fn> can be Morphed to an object defined by the functional n-tuple <h(f1),...,h(fn)>, provided h is a homomrphism of abstract signature structures Nourani [22]. The MIM TransMorph Rules- A set of rules whereby combining hybrid pictures p1,...,pn defines an Event {p1,p2,...,pn} with a consequent hybrid picture p. Thus the combination is an impetus event. By transmorphing hybrid picture's corresponding functions a new hybrid picture is deduced. The techniques can be applied to arbitrary topological structures. The languages and MIM rules are applied to algebraic structures. The deductive theory is a Gentzen system in which hybrid pictures are named by parameterized functions; augmented by the MIM morph and transform rules. The Model theory is defined from Intelligent syntax languages [31,26]. A computational logic for intelligent languages is presented in brief with a soundness and completeness theorem in Nourani[26]. The idea is to do it at abstract models syntax trees without specifics for the shapes and topologies applied. We can start with L(1,( and further on apply well-behaved infinitary languages. A soundness and completeness theorem has been put forth Nourani [11] stating the MIM Soundness and Completeness: 

Theorem (Nourani 1997) Morph Gentzen Logic is sound and complete. 

5.1 Intelligent Trees and Spatial KR

     Visual objects connected by agents carrying information represent the visual field amongst objects about the field, and carried onto intelligent trees for computation. Intelligent trees compute the spatial field information with the diagram functions. The trees defined have function names corresponding to computing agents. The computing agent functions have a specified module defining their functionality. Intelligent trees are applied to compute field information with agents where all computation is expressed and carried on intelligent languages [26]. By an intelligent language we intend a language with syntactic constructs that allow function symbols and corresponding objects, such that the function symbols are implemented by computing agents. A set of function symbols in the language, referred to by AF, is the set modeled in the computing world by AI Agents with across and/or over board capability. The boards, message passing actions, and implementing agents are defined by syntactic constructs, with agents appearing as functions. An abstract language that is capable of specifying modules, agents and their communications expresses the computation. 

5.2 Spatial Morph Gentzen

Multiagent spatial vision techniques are introduced in the paper. The duality for our problem solving paradigm [24] is generalized to be symmetric by the present paper to formulate Double Vision Computing. The basic technique is that of viewing the world as many possible worlds with agents at each world that compliment one another in problem solving by cooperating. The muliagent multiboard techniques due to the author [24] Figure1-lower boards depict the Multiagent Multiboard Spatial Vision design.
The morph Gentzen computing VR might be supported with the following mathematical basis. 

Proposition Morph Gentzen and Intelligent languages provide a sound and complete logical basis to VR.

 5.3 The Spatial Muliagent Navigator

 The autonomous space vehicles, e.g. Mars Rovers, are example areas where we have provided applications for spatial agent computing. Space examples are areas where there are specific terrains precomputed for missions. For such environments Morph Getnzen Spatial Logic can be designed to carry out autonomous intelligent multimedia [17] activities. MIM terrain logic is designed where a combinations known terrain events vision sensed engage a specific autonomous activity by a Mars Rover in real-time.  NASA-JPL is developing technologies that enable microrovers to autonomously traverse many kilometers on the surface of Mars, perform scientist-directed experiments, and return relevant data back to Earth.  Present microrover technology has several limitations precluding more ambitious science-rich missions. Onboard machine intelligence provides capabilities for autonomous search and recognition of potentially interesting targets, as well as capabilities for sensor platform planning and utilization. Morph Gentzen terrain logic can be applied to enhance autonomous traversal and autonomous multimedia search.  
6. Multiagent Visual Planning

     The visual field XE "visual field" \i  is represented by visual objects connected with agents carrying information amongst objects about the field, and carried onto intelligent trees for computation. Intelligent trees compute the spatial field information with the diagram functions. The trees defined have function names corresponding to computing agents. The computing agent functions have a specified module defining their functionality. Multiagent spatial vision XE "Multiagent spatial vision" \i  techniques are introduced in Nourani [2,11]. The duality for our problem solving paradigm Nourani [24] is generalized to be symmetric by the present paper to formulate Double Vision Computing. The basic technique is that of viewing the world as many possible worlds with agents at each world that compliment one another in problem solving by cooperating. The author presented an asymmetric view of the application of this computing paradigm and the basic techniques were proposed for various AI systems [?]. The double vision computing paradigm with objects and agents might be depicted by the following figure. For computer vision [23], the duality has obvious anthropomorphic parallels. The object co-object pairs and agents solve problems on boards by co-operating agents.
6.1 The IM_BID Model

       The co-operative problem solving paradigms have been applied ever since the AI methods put forth by Hays-Roth et.al. [18]. The multiagent multi-board XE "muliagent visual planning" \i  techniques are due to the author (24]. The BID [10] model has to be enhanced to be applicable to intelligent multimedia. Let us start with an example multi-board model where there multiagnt computations based on many boards, where the boards corresponds to either virtual possible worlds or to alternate visual views to the world, or to the knowledge and active databases. The board notion is a generalization of the Blackboard problem-solving model. The blackboard model consists of a global database called the blackboard and logically independent sources of knowledge called the knowledge sources. The knowledge sources respond opportunistically to the changes on the blackboard. Starting with a problem the blackboard model provides enough guidelines for sketching a solution. Agents can cooperate on a board with very specific engagement rules not to tangle the board or the agents. The multiagent multi-board model, is a virtual platform to an intelligent multimedia BID agent-computing model. We are faced with designing a system consisting of the pair <IM-BID, MB>. The IM-BID XE "IM-BID" \i  is a multiagent multimedia computing paradigm where the agents are based on the BID model. The agents with motivational attitudes model is based on some of the assumptions described as follows.  Agents are assumed to have the extra property of rationality: they must be able to generate goals and act rationally to achieve them, namely planning, replanting, and plan execution. Moreover, an agent's activities are described using mentalists notions usually applied to humans. To start with the way the mentalists attitudes are modulated is not attained by the BID model. It takes the structural IM-BID to start it. The preceding sections on visual context and epidemics have brought forth the difficulties in tackling the area with a simple agent computing model. The BID model does not imply that computer systems are believed to actually "have" beliefs and intentions, but that these notions are believed to be useful in modeling and specifying the behavior required to build effective multi-agent systems. The first BID assumption is that motivational attitudes, such as beliefs, desires, intentions and commitments are defined as reflective statements about the agent itself and about the agent in relation to other agents and the world. These reflective statements are modeled in DESIRE [10] in a meta-language, which is order sorted predicate logic. At BID the functional or logical relations between motivational attitudes and between motivational attitudes and informational attitudes are expressed as meta-knowledge, which may be used to perform meta-reasoning resulting in further conclusions about motivational attitudes. If we were to plan with BID with intelligent multimedia the logical relations might have to be amongst worlds forming the attitudes and event combinations.  For example, in a simple instantiation of the BID model, beliefs can be inferred from meta-knowledge that any observed fact is a believed fact and that any fact communicated by a trustworthy agent is a believed fact. With IM_BID, the observed facts are believed facts only when a conjunction of certain worlds views and evens are in effect and physically logically visible to the windows in effect. Since planning with IM_BID is at times with the window visible agent groups, communicating, as two androids might, with facial gestures, for example Picard [28]. In virtual or the “real-world” AI epidemics the apparent necessary facts might be only tautologies and might not amount to what is necessary to know at the specifics. A second BID assumption is that information is classified according to its source: internal information, observation, communication, deduction, assumption making. Information is explicitly labeled with these sources. Both informational attitudes (such as beliefs) and motivational attitudes (such as desires) depend on these sources of information. Explicit representations of the dependencies between attitudes and their sources are used when update or revision is required. A third assumption is that the dynamics of the processes involved are explicitly modeled. A fourth assumption is that the model presented below is generic, in the sense that the explicit meta-knowledge required to reason about motivational and informational attitudes has been left unspecified. To get specific models to a given application this knowledge has to be added. A fifth assumption is that intentions and commitments are defined with respect to both goals and plans. An agent accepts commitments towards himself as well as towards others (social commitments). For example, a model might be defined where an agent determines which goals it intends to fulfill, and commits to a selected subset of these goals. Similarly, an agent can determine which plans it intends to perform, and commits to a selected subset of these plans.  Most reasoning about beliefs, desires, and intentions can be modeled as an essential part of the reasoning an agent needs to perform to control its own processes.  The task of belief determination requires explicit meta-reasoning to generate beliefs. Desire determination: Desires can refer to a (desired) state of affairs in the world (and the other agents), but also to (desired) actions to be performed. Intention and commitment determination: Intended and committed goals and plans are determined by the component intention_and_commitment_determination.. This component is decomposed into goal_determination and plan_determination. Each of these subcomponents first determines the intended goals and/or plans it wishes to pursue before committing to a specific goal and/or plan. Since the basic IM computing visual objects are hybrid pictures we define new planning techniques with hybrid pictures. The IM planning XE "IM planning" \i  does not only applies planning with agents, it applies Morph Gentzen rules to hybrid pictures to achieve plan goals. The hybrid pictures carryout responsive, proactive, and reactive planning, only initiated and directed by a planning system. XE "planning system." \i  An example IM planning mission is as follows.

 Hybrid picture 1- Spacecraft XE "Spacecraft" \i  A Navigation Window XE "Navigation Window" \i    Agents: A1 Computes available docking times based on the visual field on the window.
A2 carries out docking sequence based on messages to Spacecraft B   Hybrid picture 2  Spacecraft B Navigation Window 
Agents: B1 carries on course based on its visual field window
B2 Accepts and carries out docking maneuvers from external hovering craft agents
Plan Goal XE "Plan Goal" \i  Engage docking between A and B at appropriate A and B field windows.  

Morph Gentzen XE "Morph Gentzen" \i  computing can be applied to the hybrid pictures to satisfy a plan goal. Thus morphing is applied with precise fluidity XE "fluidity" \i  to plan computation. The multiagnet planner is the technical property of the author's ventures. Applications to specific designs are welcome with partnerships.

8. The Basic Autopilot 

In this section we take the reader through the basic design stages of a typical autonomous robot flight system for real applications involving many modules with  independent functionality. The method of design and implementation by multiagent AI techniques is illustrated by a flight control example. The expert presents a set of functions, each corresponding to a space flight module, and defines how the modules interact and function together, by defining some operations amongst the modules. The modules are each complex hardware-software systems, best thought of as a microprocessor with its own running software, that implements the functionality of the module as extrapolated from the design process. Let us view one sample set of modules: M1-M8, each representing functionality Fi, respectively. The modules are functions defined applying the visual field - figure 1, section 2.

M1: Thrust Control; M2: Stage Control;M3: Orbit Selection; M4 : Attitude Control; M5: Flight Deck Control; M6: Sensors; M7: Obstacle Avoidance; M8  Communications; M9: Docking Functions. 
We present the implementation of one of the modules, M1, for the reader, the function F1 that is to implement M1. To define the thrust control there are a number of parameters that come to play that are hardware implied data or functionality related requirements. These are to be specified and then implemented by AI agents. Each function defined on the object corresponding to M1 is specified with a set of preconditions that imply co-objects to be defined for exception and recovery if the preconditions fail.

 Object:= Thrust Control = <TCN, TCF>    corresponding to normal and supervision co-object

 Ops:= Throttle Level Up (TLU) | Throttle Level Down (TLD). Preconditions to be defined are on the following objects or parameter set (PS): {velocity, acceleration, attitude and tilt level, trajectory, control panel, obstacle encounters},  An operation TLU on the object M1, thrust control = <TCN,TCF>, is preconditioned by the above parameters that are implemented by functions that are defined on the co-object TCF for supervision and to check for supervision, faults and exceptions. For example, when defining TLU the designer must keep in mind a velocity preconditions relative to the various parameters, that must be implemented by a function defined on the co-object. That function, let us refer to it by velocity check (vc) is a process that always checks the velocity to make sure it does not exceeds limits. Similar SA and fault functions are defined for all the parameters in the set PS. Thus on the object TCN there is an operation TLU, and on the coobject TCF there is an operation vc to implement velocity check preconditions for normal functioning of TLU. Each of the functions defined on the object or co-object are implemented by many agents. For example, when the velocity check function is invoked one or all of the following set of functions gets activated. An agent vca1 is invoked to signal M1 to activate some level of TLD, while checking with agents running off of panel and sensor readers. It also signals flap controllers if the  craft is at stage where flaps are effective, to try to recover from hazardous conditions. If all fails it activates agents that are to implement automatic thrust control to bring velocity to acceptable levels. Similar set of agents are implementing for acceleration, attitude and tilt levels, trajectory violation, and obstacle encounters. In each case the co-object functions and their implementing agents try to compensate such that the precondition to an operation on the object is met. The functions are implemented with control agents ai, where ai are agents implementing velocity, acceleration, obstacle avoidance, or agents that check for limitations of the functions. The thurst agent controllers are applied with the multiboards on figure 1.
Glossary
BID: The Belief, Intention, Desire multiagent computing model
Multiagent Flight Control: flight control systems designed with agents
Multiagent AI: See pages 1-2
Problem solving on boards: cooperative problem solving with shared knowledge sources updating a common shared knowledge-base window.
Model diagrams: diagrams presenting what is sufficient to define a model for a set of axioms and logical formulas.
Morph Gentzen: A computing logic with deduction rules based on pictures and a Gentzen system- see  references.
KR: Knowledge Representation
Sound and complete: properties of logical systems associating a correspondence between models and axiomatic presentations as to whether what is provable is always modeled and what is modeled is always probable, respectively.
VR plans: Planning systems to attain goal at virtual reality.
Agent Planning: Planning systems applying multiagent computation
VR: Virtual Reality
Multiagent Onborad Computing: Multiagent Systems designed for onboard computers.
Visual Field Prediction: A technique applied to predict visual traversals and impending glimpses on spatial navigation.
Autonomous flight control: flight control systems functioning autonomous on onboard computers.
Intelligent Multimedia: A new engineering and scientific discipline with artificial multimedia intelligence.
Visual field: The artificial and real vision field 
Visualobjects: Objects with visual parameters rendering real or machine visible structures.  
Intelligent Trees: computing trees with agent functionsasterms
Spatial Field: Spatial counterpart to the visual field as astrophysical fields.
Muliagent multi-board techniques: A computing paradigm where muliagents cooperate on multiple blackboards, for example as complementary views to a world or spatial field 
Blackboard model: a cooperative problem solving model with shared knowledge sources updating a common shared knowledge-base window.
Virtual platform: logical, not physical, platforms mimicking a virtual world 
IM_BID: The Intelligent Multimedia BID Model
Spatial Navigation: navigating at the spatial field.
Planning and Control Abstraction : applying control and planning principles to abstractions to the world and  functions comprising a control system. 
Virtual Trees :Computing and planning proof trees with agents and Skolem terms.
Morph Gentzen Computing: See page 1.
Spatial KR: Knowledge Representation applied to spatial fields.
Spatial Morph Gentzen: Morph Gentzen applied to the spatial field.
Morph Gentzen terrain logic: Morph Gentzen applied as a basis to terrain
prediction and maneuvering.
Multiagent Visual Planning: Planning with multiagent AI and visual glimpses.
Hybrid Pictures: the pictorial multiagent views where visual segments, not only hypertext, are dynamic computable interchangeable parts forming a pictorial view. 
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