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Abstract Agent Computing, Intelligent Syntax, Perception and Multiagent Cognition, are the bases for a tree intelligent Consciousness  Science and model-based discovery with computational models. A description logic with intelligent model diagrams is a computational basis to discovery. Computational illusion is discerned by applying our 1994 computational basis to Hiedegger and the enlightenment dialectics to characterize man and machine discovery.   

1.Introduction �Intelligent Multimedia techniques and paradigms are compared to conscience and cognition. Multiagent cognition[10] is an agent computing cognitive basis put forth by our papers. The projects consist of Intelligent Trees, Intelligent Languages, Multiagent Computing, Visual Computational Linguistics, Double Vision Computing[6], Multiagent Cognition, and Multiagent Computation. Basic application areas we start with as examples are explicating visual perception and conscience cognition, e.g. [7]. The second application area is based on AI planning. Reasoning and planning are applied to define scene dynamics conscience based on scene descriptions[19,20] and compatibility relations. The project allows us to predict scene dynamics. We apply our recent Intelligent Language paradigm and intelligent visual computing paradigms to define the IM multiagent multimedia computing as a thought paradigm. The phenomenological and philosophical issues are reviewed in brief and addressed in part by IM.  Intelligent Trees and Intelligent Multimedia Models are defined as a basis for thought towards a Consciousness Science. A new computing area is defined by AI principles for multimedia cognition.  To achieve high level  scientific creativity  there  are aspects  of scientific creativity that can  be identified and  applied across domains. Some philosophical and computational models of scientific creativity are put forth.  Systems bases to automate aspects of scientific creativity are presented. The principles defined are practical for artificial intelligence and its applications to cognition and consciousness.  What is new is a multiagent tree computing basis for consciousness  science and cognition analogous  to a Gestalt. Computing, cognitive, epistemological, metamathematical, and philosophical aspects are treated and reviewed in brief. It is further a start for Intelligent Multimedia[7].  Intelligent syntax languages Nourani[1,2] are defined and their linguistics parsing theories outlined. A brief overview to context abstraction shows how context free and context sensitive properties might be defined by intelligent syntax. The preliminaries to a new computing logic termed Morph-Gentzen logic[1,5] is defined with a brief model theory.  The mathematical term for MIM is Morph Gentzen. The application areas are based on advanced artificial intelligence available techniques. Some of the applicable techniques, for example G-diagrams for models and AI applications have been invented and published by the first author over the last decade. Multimedia thought models can be combined with intelligent trees and objects to stage and scene definition mind models.

2. Creativity and Consciousness Awareness

Heidegger’s phenomenology has been applied in our papers since 1993[11] towards AI Modes for Thought and a computational epistemology for visual conscience[6]. Heidegger had indicated the resources by which we conduct our day to day activities do not usually require conscience awareness. Resources can present themselves in different modes of being: “Available” “Unavailable”, and “Concurrent” with respect to day to day activities. There has been an intuition for years that conscience is not or does not exist an ordinary state or process itself, but it consists in the awareness of such state and processes. Locke epitomizes this intuition “Conscience is the perception of what process is a man’s own mind.” Introspective conscience is a perception-like awareness of the current states and activities in our own mind, e.g., sense perception.,e.g. [13].  Our project presents morphing as  subconsience activities by applying the IM Computing Logic as Way To Discovery[11]. The Morph Gentzen Computing Logic, The IM Multimedia computing techniques [9] have a  computing logic counterpart. The basic principles are a mathematical logic where a Gentzen or natural deduction system is defined by taking multimedia objects coded by diagram functions. There is a basis for a mind computing model in [1,9].

3 Anological Models and Discovery

Kant states conscience operates in the dichotomy between thinking objects and the thought object. There are two components of knowledge: spontaneity and receptivity. IM Morphed Gentzen logic is a foundation for a conscience logic which can be defined for specific reasoning models, for example analogical reasoning. The Gentzen system defined on MIM can be assigned an intelligent model theory. The mathematics is presented by [5]. Analogical reasoning rules are specific deductive designs which can be embedded by the logic. The multiagent cognition project had started in 1993 with the Double Vision Computing project its initial publication[6]. Since there has been the 1994-95 Abstract Linguistic and Meta-Contextual Reasoning, Intelligent Multimedia, MIM logic, and its consequent paper on Consciousness Science. In the papers diagrams for cognitive modeling is applied and  scientific techniques applied towards a discovery and consciousness science[9].

4. Worlds, Objects, and Logical Cognition

4.1 Heidegger's Views, Artificial Intelligence , and Cognition.

What forms the basis for thoughts applied in recent computing applications[14] are issues raised by Hiedegger in 1935-36, starting with the notion of "What is a thing." There is an area that can be explored by viewing Heidegger's view of the "des Vorhandenen", having to do with what object is within "reach" in a real sense. In AI and computing applications it so happens that the notion of des Vorhandnen is not absolute. As an AI world develops the objects that have names in the AI world are at times des Vorhandnen and as defined by a principle of Parsimony only des Vorhandnen in an infinitary sense of logic[2,3]. They could also always stay out of reach in a practical sense, and/or only be what is called der Vielleicht Vorhandenen [9]. Furthermore, by the notion of der Vielliecht Vorhandenen is not intend the sense in which that a robot cannot reach a particular object. It is intended that the language could have names for which the corresponding thing is not obvious in the AI world and there is incomplete information. At some point the world might be defined enough that there is a thing corresponding to a name, or that at least there is a thing by comprehension, which only then becomes des Vorhandnen as the AI world is further defined or rearranged.

4.2  AI Worlds and Machine Discovery

One of the issues is the symbolic computation of real objects. That is, we can apply symbolic computation to be able to "get at" a real object. At times, however, only infinite computations could define real world object symbolically. For example, there is a symbolic computation for an infinite ordinal, by an infinite sequence of successor operations on 0. The same sort of problem arises when one tries to actually get at elementary objects:  that elementary objects have to be defined by comprehension. Comprehension is a closure with respect to properties that are essential and cannot be dropped without loss to the enclosed. Since the paper in its theory, that is presented in part here, does not restrict Heidegger's trichotomy, it can be further developed for AI and discovery applications. 

4.3  A Preface to DiscerningEpistemic Illusion 

The splendrels of sleep: How can I be sure I am not always dreaming. For Kant[22] conscience operates in the dichotomy between thinking objects and the thought object. There are two components of knowledge: spontaneity and receptivity. In cognition Kant’s spontaneity is not in the void. If acts of thought have objective bearing it is because they are filled with intuition of something that is given to the person, towards which the person is receptive. Whenever we know something through intuition something is given us. Kant calls it “sensibility.” 

4.3.1 Kant's Idealism and Illusion Logic

Kant compares his innovations to the first thoughts of Copernicus. It involves reversing the usual way cognition is viewed. Instead of taking our knowledge conforming to a real object, we think of objects as conforming to our ways of knowledge. The latter include "forms of sensibility" through which objects are given to the mind as sensory experience, and pure concept categories, through which they are thought. Since objects must appear to us in sensible forms is order to be known, it follows that we can know only them as they appear, not as they may be themselves. Accordingly for Kant human knowledge is limited to appearances, whereas things in themselves are "noumena"- are thinkable but not actually knowable. 

Kant termed the doctrine Transcendetal Idealism. Given  the  idealism is the possibility of synthesizing a priori knowledge to possible description and experience is easily explainable, since each object must necessarily conform to the conditions under which they can become objects for us. It assumes the human mind possesses such condition and demonstrating it is transcendental  Aesthetics. Creative pure mathematics as a sythetical cognition a priori, is only possible by referring to no other object than those of the senses. At the base of this empirical intuition lies a pure intuition which is  a priori. Yet the faculty of intuition a priori affects not the matter of the phenomenon, but its form viz. space and time.  Frege's basic logical ideas and Hilbert's program separate carrying out pure mathematics from the physical cognition perceptions of what is carried out as an end. Frege's "concept and object"  and on "sense and meaning," is where carrying out logic for objects named by a language had started being distinguished from the object sense perception. Hilbert's  program, aside from its being left to reconcile with transcendental idealism on concepts, were to arithmatize the entire mathematics. Where are we with descriptive computing Heidegger objects? We are at the language,  model, arithemtatization trichotomy. The objects are described with languages as Frege intended, modeled by structures, which can be examined by Kan't transcendental  Idealism, and their computability and reducibility areas Hilbert arithmetized [12]. Hence there is a systematic basis to carryout concept-object descriptions for machine discovery.

4.3.2 Computational Illusion 

der Vielleicht Vorhandenen objects might be a computational illusion. This is further illustrated by the following figure. 

The human intelligence and artificial intelligence comparison
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      |                                                                                    |
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Robot--------------World Description-------RealWorlds and Objects

	  

Thus the robot's sense is not always real. The important problem is to be able to define worlds minimally to have computable representations with mathematical logic thus the ability to make definitive statements. Heidegger's Die Frage nach dem Ding will prove to be a blessing in disguise. Could it have computing applications to things without.  Heidegger had defined three sorts of things

1- Things in the sense of being "within reach", des Vorhandenen.

2. Things which "unify" things of the first kind, or are reflections on, resolution and actions.

3. Things of kind 1 or 2 and also any kind of things which are not nothing.

5. G-Diagrams for Models and Computing

The generalized diagram (G-diagram) [defined by the first author in the 1980's]is a diagram in which the elements of the structure are all represented by a minimal family of function symbols and  constants,  such that it is sufficient to define the truth of formulas only for the terms generated by the minimal family of functions and constant symbols. Such assignment implicitly defines the diagram. This allows us to define a canonical model of a theory in terms of only specified functions.  Generalized diagrams are precisely what allow us to build models from the syntax of a theory, thus allow for symbolic computation of models and theories. The notion of generalized diagram and the formulation of AI reasoning systems by the first author 1987-1991[15] capture the possible worlds concept in a concise manner. 

5.1 Diagrams and Symbolic Objects

The diagram of a structure is the set of atomic and negated atomic sentences that are true in that structure  The generalized diagram (G-diagram) [15] is a diagram in which the elements of the structure are all represented by a minimal family of function symbols and  constants, such that it is sufficient to define the truth of formulas only for the terms generated by the minimal family of functions and constant symbols.

Such assignment implicitly defines the diagram. This allows us to define a canonical model of a theory in terms of a minimal family of function symbols [11]. Generalized diagrams are precisely what allow us to build models from the syntax of a theory, thus allow for symbolic computation of models and theories. Also the notion of language L has some consequences as far as the model theory to be developed is concerned. Then all the notions of the various modes could be defined. Thus the techniques offer new views of computation on generalized diagrams allowing us to represent views of cognition and computation with modes of thought in artificial intelligence. This is a topic for future research.

5.2 Situations and Possible Worlds

What the dynamic epistemic computing defines is not a situation logic in the Barwise sense [17,18]. The situation and possible worlds concepts are the same Barwise. However, we define epistemics and computing on diagrams, with an explicit treatment for modalities. The correspondence of modalities to Possible Worlds and the containment of the possible worlds approach by the generalized diagrams   implies that we can present a model-theoretic formulation for the dynamics of the possible worlds computing and for world descriptions for artificial intelligence applications. The number of situations exceeds the number of possible worlds. The possible worlds are the situations with no missing information and no contradictions. From the above definitions the mapping of terms and predicate models extend as in standard model theory. Next, a compatible set of situations is a set of situations with the same domain and the same mapping of function letters to functions. In other worlds, the situations in a compatible set of situations differ only on the truth conditions they assign to predicate letters.

Defintion 5.1  A situation consists of a nonempty set D, the domain of the situation, and two mappings: g,h. g is a mapping of function letters into functions over the domain as in standard model theory. h maps each predicate letter, pn, to a function from Dn to a subset of {t,f}, to determine the truth value of atomic formulas as defined below.  The logic has four truth values: the set of subsets of {t,f}.{{t},{f},{t,f},0}. the latter two corresponding to inconsistency, and lack of knowledge of whether it is true or false. []

Definition 5.2 A G-diagram for a structure M is a model-theoretic diagram such that there is a proper diagram definition by a specific function set.[]

Remark: The minimal set of functions above are those by which a standard model could be defined by a monomorphic pair for the structure M. The dynamic of epistemic states as formulated by generalized diagrams [15] is exactly what addresses the compatibility of situations. What [15] leads us to is an algebra and model theory of epistemic states, as defined by generalized diagram of possible worlds. To decide compatibility of two situations we compare their generalized diagrams. Thus we have the following theorem.

Theorem  Two situations are compatible iff their corresponding generalized diagrams are compatible with respect to the Boolean structure of the set to which formulas are mapped by the function h, definition 5.1.

Proof  The G-diagrams, definition 5.2, encode possible worlds[11,15] and since we can define a one-one correspondence between possible worlds  and truth sets for situations [15,16], compatibility is definable by the G-diagrams.[] 

One of the implications of the above towards cognition and computer vision is that of our notion of des Vielleicht Vorhandenen. It is within our mathematical expressive power [15,16] to describe AI world situations. Thus we can represent an AI world and all the compatible generalized diagrams that can make "something" computationally tangible to base discovery on.
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