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Abstract Multiagent Computing Intelligent Syntax ,Visual Linguistics, Perception, and Multiagent Cognition are the basis for a tree intelligent science for consciousness. The projects consist of Intelligent Trees, Intelligent Languages, Multiagent Computing On Multiboards, Visual Computational Linguistics, Double Vision Computing, Multimedia Linguistics, Multiagent Cognition, and Multiagent Computational Logic. Intelligent Multimedia techniques and paradigms are defined. The computing techniques, the MIM deductive system and its model theory are presented in brief. Basic application areas we start with as examples are designing predefined visual scenes with diagram composition and combination for scene dynamics. The second application area is based on AI planning. Reasoning and planning are applied to define dynamics to consciousness based on descriptions and compatibility relations. The project allows us to predict scene dynamics. We apply our recent Intelligent Language paradigm and intelligent visual computing paradigms to define the IM multiagent multimedia computing as a thought paradigm. The phenomenological and philosophical issues are reviewed in brief and address in part by IM.   
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1. Introduction
Intelligent Trees and Intelligent Multimedia Models are defined as a basis for thought towards a Conscieousness Science. A new computing area is defined by Artificial Intelligence principles for multimedia. The area for which [Nourani 95c,97a,c ] and the present paper provide a foundation for is what is bound to be applied at dimensions and computing phenomena unimagined thus far, yet inevitable with the emerging technologies. The principles defined are practical for artificial intelligence and its applications to multimedia cognition and conscieousness.  Multimedia AI systems were proposed [Nourani 97c] with new computing techniques defined. Multimedia Objects, Rules and Multimedia Programming techniques are presented via a new language called IM[Nourani 96c].

 What is new is a multiagent tree computing basis for consciousness science and cognition analogous  to a Gestalt. Computing, Cognitive, epistemological, metamathematical, and philosophical aspects are treated and reviewed in brief. A symmetric duality for a problem solving paradigm was presented in the  Double Vision Computing [Nourani 95a]. The basic technique is that of viewing the world as many possible worlds with agents at each world that complement one another in problem solving by cooperating. The double vision computing paradigm with objects and agents might be depicted by a section five figure. For computer vision the duality has obvious anthropomorphic parallels. The object coobject pairs and agents solve problems on boards by cooperating agents from the pair without splurges across the pairs. The term splurge has a technical definition for object level computing presented bellow and in [Nourani 96f,3].

 Computing by agents might apply the same sort of cooperative problem solving (see figure in section 5.2). A theory for computing with Intelligent Languages and Intelligent algebraic tree rewriting is presented in [Nourani 96f]. The theory is essential for a formal computing theory basis to Multi Agent AI. We have defined Intelligent Syntax, Intelligent Languages and Intelligent Tree Rewriting. It is essential to the formulation of computations on intelligent trees and the notion of congruence that we define tree intelligence relevant functions. A basis for algebraic tree intelligence computing with  the concepts of tree intelligence content and mutual intelligence amongst trees is applied. By an intelligent language we intend a language with syntactic constructs and function symbols and corresponding objects, such that the function symbols are implemented by computing agents in the sense defined in [Nournai 96f,Gen-Nils87]. We had defined specific object intelligent functions as string and splurge functions [Nourani 96f, for example]. The Intelligent Tree theory [Nourani 96f] has Soundness and Completeness theorems for its computational logic.

 A basis for a theory of computing with intelligent languages and intelligent  algebraic decision tree rewriting is defined.. A Multiagent Cognitive theory had been put forth by [Nourani 97g]. [Nourani 97c] defines a Cognitive syntax and might provide a paradigm for Language Visualization . Intelligent syntax carries most cognitive computing aspects. The Double Vision Computing artificial intelligence paradigm [Nournai 95c] is a problem solving paradigm  with <object coobject> pairs and agents defined on the pair. The agents from the object and coobjects cooperate for problem solving on boards. The paradigm has further visual linguistics components. The world is viewed by dual pairs of possible worlds, with agents cooperating on boards. Intelligent tree computing and linguistic theories from our recent research are applied to put forth a basis for formalizing the computing paradigm. It is a start for Multimedia Linguistics.  Intelligent syntax languages [Nourani 96f,97d] are defined and their linguistics parsing theories outlined. A brief overview to context abstraction shows how context free and context sensitive properties might be defined by intelligent syntax with Agents, String and Splurge intelligent functions  A preliminary parsing theory is defined by establishing a formal correspondence between String functions and context free grammars.

2. Hybrid Pictures on the Mind

The concept of Hybrid Picture is the start to define intelligent multimedia objects.  Trans-Morphing, a term I invented to define automatic hybrid picture transformation, is defined and illustrated by a multimedia language. A preliminary mathematical basis to an IM computing logic is presented. The foundations are a new computing logic with a model theory and formal system. Multimedia Objects and Rules are presented and shown in programming applications[Nourani 97c] . Defining HybridPictures has opened a new chapter to computing techniques. The ideas are further applied to mind and cognition. Trans-morphing is presented as a dynamic computing principle applied to hybrid pictures and its computing importance is brought forth by way of new techniques and examples. It defines hybrid picture  transformation. Intelligent Multimedia context defines the applications. It is the metamathematics for the way multimedia reasoning is carried out on the mind.

 Practical Multimedia Design is illustrated by pictorial examples. The preliminaries to a new computing logic termed MIM-Logic is defined with a brief model theory. The complete foundations are the subject of a paper elsewhere[Nourani 97a]. The application areas are based on advanced Artificial Intelligence available techniques. There are at least a few areas to start with. Artificial Intelligence reasoning and planning can be applied to define content based on personality descriptions and compatibility relations being viewed. The project allows us to predict scene dynamics before viewing. Some of the applicable techniques, for example G-diagrams for models and AI applications have been invented and published by the author over the last decade. Multimedia thought models can be combined with intelligent trees and objects to stage and scene definition mind models.  There are many types of dynamics to define. There are four types of basic scene dynamics to start with. 

(a)Single personality viewed composed with scene objects.

(b)Multiple worlds viewed perhaps composed with scene objects.

3. KR and Diagrams for Relevant World Models

We presented the method of knowledge representation with G-diagrams[Nourani 96 d,e] and applications to define computable models and relevant world reasoning. G-diagrams are diagrams defined from a minimal set of function symbols that can inductively define a model. G-diagrams are applied to relevance reasoning by model localized representations and a minimal efficient computable way to represent relevant knowledge for localized AI worlds. We show how computable AI world knowledge is representable.  G-diagrams are applied towards KR from planning with nondeterminism and planning with free proof trees to partial deduction with abductive diagrams presented by [Nou-Hop 94].

The applications to proof abstraction and explanation-based generalization by abstract functions are  alluded to in [Nournai 95a]. A brief overview to a reasoning grid with diagrams is presented in [Nourani 96e].  In order to point out the use of the generalized method of diagrams we present a brief view of the problem of planning form [Nourani 91] within the present formulation. The diagram of a structure in the standard model-theoretic sense is the set of atomic and negated atomic sentences that are true in a structure. The generic diagram ,G-diagram for models, [Nourani 87, 91,95a,96d,96e] is a diagram in which the elements of the structure are all represented by a minimal family of function symbols and constants. Thus it is sufficient to define the truth of formulas only for the terms generated by the minimal family of functions and constant symbols. Such assignment implicitly defines the diagram. This allows us to define a canonical model of a theory in terms of a minimal function set.

4. Dynamics and Situation Compatibility 

4.1 Compatibility And Worlds
What the dynamic epistemic computing [Nourani 91,94] defines is not exactly a situation logic in the [Barwise 85a,b] sense. The situation and possible worlds concepts are the same as Barwise. However, we define epistemics and computing on diagrams, with an explicit treatment for modalities. The treatments of modalities are similar to [Hintikka 61] Model Sets. The correspondence of modalities to Possible Worlds and the containment of the possible worlds approach by our generic diagrams techniques implies we can present a model-theoretic formulation for the dynamics of the possible worlds computing.  Starting with the formal representation of epistemic states as presented by [Nourani 91,94], the generalized diagram formulation of possible worlds, and the encoding of epistemic states by G-diagrams and ordinals we can define epistemic computation on diagrams. 

4.2 Situations and Compatibility 

Now let us examine the definition of situation and view it in the present formulation. 

Definition 4.1 A situation consists of a nonempty set D, the domain of the situation, and two mappings: g,h. g is a mapping of function letters into functions over the domain as in standard model theory. h maps each predicate letter, pn, to a function from Dn to a subset of {t,f}, to determine the truth value of atomic formulas as defined below.  The logic has four truth values: the set of subsets of {t,f}.{{t},{f},{t,f},0}. The latter two corresponding to inconsistency, and lack of knowledge of whether it is true or false. []

Due to the above truth values the number of situations exceeds the number of possible worlds. The possible worlds are the situations with no missing information and no contradictions. From the above definitions the mapping of terms and predicate models extend as in standard model theory. Next, a compatible set of situations is a set of situations with the same domain and the same mapping of function letters to functions. In other worlds, the situations in a compatible set of situations differ only on the truth conditions they assign to predicate letters.

Definition 4.2 Let M be a structure for a language L, call a subset X of M a generating set for M if no proper substructure of M contains X, i.e. if M is the closure of X U {c(M): c is a constant symbol of L}. An assignment of constants to M is a pair <A,G>, where A is an infinite set of constant symbols in L and G: A ( M, such that  {G(a): a in A} is a set of generators for M. Interpreting a by g(a), every element of M is denoted by at least one closed term of L(A). For a fixed assignment  <A,G> of constants to M, the diagram of M, D<A,G>(M) is the set of basic (atomic and negated atomic) sentences of L(A) true in M. (Note that L(A) is L enriched with set A of constant symbols.) []

Definition 4.3  A G-diagram for a structure M is a diagram D<A,G>, such that the G in definition above has a proper definition by a specific function set.(
Remark: The minimal set of functions above is the set by which a standard model could be defined by a monomorphic pair for the structure M.
4.3  The Cognitive Grid

For cognition, planning, and learning the robot'smind state can be defined by a diagram grid.The starting space applicable[Nourani 91] project were meant for autonomous robots wandering at outer space [Nourani- Heraklion 95] . The designs in are ways for a robot to update its mind state based on what it encountered on its path. What the robot believes can be defined on a diagram grid. The degree to which a robot believes something is on the grid. It can get strengthened or weakened as a function of what the robot learns as progress is brought on. Robot's Mind State- The array grid entries are  pointing to things to remember and the degree the robot believes them. The entry 15 points to a function item the robot believes the most. 

 ____________________________
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|

Logically and theoretically the grid is minimally defined by the G-diagram functions. The gird model is a way to encode diagrammatic reasoning[Nourani 83,87,91,93, Glasgow 96]. The dynamic of epistemic states as formulated by generic diagrams [Nourani 91,94] is exactly what addresses the compatibility of situations.  What it leads us to is an algebra and model theory of epistemic states, as defined by generic diagram of possible worlds. To decide compatibility of two situations we compare their generalized diagrams. Thus we have the following Theorem. The compatibility principle [Nourani 1994] Two situations are compatible iff their corresponding generalized diagrams are compatible with respect to the Boolean structure of the set to which formulas are mapped (by the function h above, defining situations). The principle is proved as a theorem in [Nourani 94]. By applying KR to define relevant worlds, personality parameters,  combined with context compatibility and scene dynamics can be predicated.

4.3 Context

A preliminary overview to context abstraction and meta-contextual reasoning is presented from our [Nourani 96d,97b]. Abstract computational linguistics with intelligent syntax, model theory and categories is presented in brief. Designated functions define agents, as in artificial intelligence agents, or represent languages with only abstract definition known at syntax. For example, a function Fi can be agent corresponding to a language Li. Li can in turn involve agent functions amongst its vocabulary. Thus context might be defined at Li. An agent Fi might be as abstract as a functor defining functions and context with respect to a set and a linguistics model as we have defined in[Nourani 96d,f]. Generic diagrams for models are defined as yet a second order lift from context. The techniques to be presented have allowed us to define a computational linguistics and model theory for intelligent languages. Models for the languages are defined by our techniques in [Nourani 95b,96f]. KR and its relation to context abstraction is defined in brief.

The role of context in KR and NL systems, particularly in the process of reasoning is related to diagram functions defining relevant world knowledge for a particular context. The relevant world functions can proliferate the axioms and the relevant sentences for reasoning for a context. A formal computable theory can be defined based on the functions defining computable models for a context[Nourani 96d,97b].

4.4 Consciousness Awareness

Heidegger’s phenomenology has been applied in our papers since 1993[Nourani 93d,94] towards AI Modes for Thought and a computational epistemology for visual conscience[Nourani 95c]. [Heidegger 53]  had indicated the resources by which we conduct our day to day activities do not usually require conscience awareness. Resources can present themselves in different modes of being: “Available” “Unavailable”, and “Concurrent” with respect to day to day activities.

There has been an intuition for years that conscience is not or does not exist an ordinary state or process itself, but it consists in the awareness of such state and processes. Locke epitomizes this intuition “Conscience is the perception of what process is a man’s own mind.” Introspective conscience is a perception-like awareness of the current states and activities in our own mind, e.g., sense perception.(Guzeldere in [HamKScot96]).  Churchland echoes Armstrong and calls introspective consience “a species of perception, self perception.”

5. Intelligent Boards

A  problem solving paradigm[Nilsson 80] is presented in the  Double Vision Computing paper [Nourani 95c]. The basic technique to be applied is viewing the televised scene combined with the scripts as many possible worlds. Agents at each world that compliment one another to portray a stage by cooperating.  The A.I. techniques can be applied to define interactions amongst personality and view descriptions. The double vision computing paradigm with objects and agents might be depicted by the following figure.  The object coobject pairs and agents solve problems on boards by cooperating agents from the pair without splurges across the pairs. The term splurge has a technical definition for object level computing presented in [Nourani 96f]. Computing by agents might apply the same sort of cooperative problem solving [Nourani 95c] )

 

The IM paradigm can define multiagent computing with multimedia objects and carry on artificial intelligence computing on boards.

6. Hybrid Multimedia Programming

6.1 Morphing And Hybird Pictures 

The programming language IM defines syntax for computing with programming constructs for Morphing, Hybrid Pictures and Trans-morphing. A Multimedia AI Systems program can be written in IM. IM includes Multimedia Objects and Rules and multimedia Programming. Hybrid Pictures are IM Hyperpictures which can be automatically transformed based on computing, images, or rules defining events. Hybrid pictures are context and content sensitive hyperpictures.

6.2 Trans-Morphing And  The Subconsience 

A term we invented to define automatic event-driven or otherwise, hyperpicture  transformation. Trans-morphing is the basic visual computing event defined for hybrid multimedia computing.



  ===>   


The coffee and drink appearing might be events to cause a Trans-morphing to a what the mind might plan for the evening.  It can be one of few items appearing in conjunction with the artist.

7. The IM Computing Logic 

7.1 MIM- The IM Morphed Computing Logic

The IM Hybrid Multimedia Programming techniques[Nournai 97b] have a  computing logic counterpart. The basic principles are a mathematical logic where a Gentzen or natural deduction [Prawitz 65] systems is defined by taking multimedia objects coded by diagram functions. By trans-morphing hybrid picture's corresponding functions a new hybrid picture is deduced. Multimedia objects are viewed as syntactic objects defined by functions, to which the deductive system is applied. Thus we define a syntactic morphing to be a technique by which multimedia objects and hybrid pictures are homomorphically mapped via their defining functions to a new hybrid picture. The deduction rules are a Gentzen system augmented by Morphing, and Trans-morphing. The logical language has function names for hybrid pictures.

The MIM Morph Rule - An object defined by the functional n-tuple <f1,...,fn> can be morphed to an object defined by the functional n-tuple <h(f1),...,h(fn)>, provided h is a homorphism of intelligent objects as abstract algebras[Nourani 93c]

The MIM Trans-morph Rules- A set of rules whereby combining hybrid pictures p1,...,pn defines an Event {p1,p2,...,pn} with a consequent hybrid picture p. Thus the combination is a trigger event. The deductive theory is a Gentzen system in which hybrid pictures are named by parameterized functions; augmented by the MIM morph and trans-morph rules. The complete formal AI and mathematics appears in[Nourani 97] where thorem 7.1 is presented.

Theorem MIM Logic is sound and complete for the infinitary languages applied. 

8. The Models

8.1 Intelligent Models

Intelligent syntax languages are defined and their linguistics parsing theories outlined. A computational logic for intelligent languages is presented in brief with a soundness and completeness theorem. A brief overview to context abstraction shows how context free and context sensitive properties might be defined. Intelligent syntax with Agents, String and Splurge intelligent functions define the properties. A preliminary parsing theory is defined by establishing a formal correspondence between String functions and computable grammars. By an intelligent language we intend a language with syntactic constructs that allow function symbols and corresponding objects, such that the function symbols are implemented by computing agents. Agents are in the sense defined by this author in [Nourani 96f] and the A.I. theories in [GenNils 87]. A set of function symbols in the language, referred to by Agent Function Set, is the set of  function symbols that are modeled in the computing world by AI Agents. A function symbol is intelligent iff is an Agent Functions Set Member.

 To be nontrivial an intelligent function symbol must at be defined with a signature which implies message passing between at least two functions in the set, for example, by carrier sharing on the signature.  The idea is to do it at abstract syntax trees without grammar specifics. As an example, suppose I told you I have an academic department with a faculty member which is Superman, and two faculty members which are Swedish speaking, and three which do not talk to anybody not in their expertise area. Without telling you anything else about what they do, I have defined abstract syntax properties. Once I tell you the signature has few specific agent functions , it implies the signature has defined message paths for them.  From the signature I define a model to assign to abstract syntax trees. The IM multimedia objects, message passing actions, and implementing agents are defined by syntactic constructs, with agents appearing as functions. The computation is expressed by an abstract language that is capable of specifying modules, agents, and their communications. We have to put this together with syntactic constructs that run on the tree computing theories  presented by this author in [Nourani 95b,96f].

The implementing agents, their corresponding objects, and their message passing actions can also be presented by the two-level abstract syntax. The agents are represented by function names that appear on the free syntax trees of implementing trees. The trees defined by the present approach have function names corresponding to computing agents. The computing agent functions have a specified module defining their functionality. A signature defines the language tree compositionality degree and the abstract syntax. The following definitions have allowed us to define a computational linguistics and model theory for intelligent languages. Models for the languages are defined by our techniques in [Nourani 95b,96d,96d].

Definition 8.3 We say that a signature is intelligent iff it has intelligent function symbols. We say that a language has intelligent syntax iff the syntax is defined on an intelligent signature (
Definition 8.4 A language L is said to be an intelligent language iff L is defined from an intelligent syntax.(
Intelligent functions can represent agent functions, as in artificial intelligence agents, or represent languages with only abstract definition known at syntax. For example, a function Fi can be agent corresponding to a language Li. Li can in turn involve agent functions amongst its vocabulary. Thus context might be defined at Li with it s string and splurge functions. An agent Fi might be as abstract as a functor defining functions and context with respect to a set and a linguistics model as we have defined in [Nourani 96d].

The intelligent syntax languages we have shown have a model theory[Nourani96f]. The Gentzen system defined on MIM can be assigned an intelligent model theory. The mathematics is to appear[Nourani 97].

8.2 Computable AI World Models

The techniques in [Nournai 84, 87,95a,95b] for model building as applied to the problem of AI reasoning allows us to build and extend models by diagrams. This requires us to define the notion of generalized or generic diagram. The G-diagrams are used to build models with a minimal family of generalized Skolem functions.Thus models and proofs for AI problems can be characterized by models computable by a set of functions. The G-diagram functions can define IM objects and be applied by MIM logic. The real world is complex, complicated and infinite. Thus we need to restrict any representation, so that it becomes computationally feasible.  It is however possible, as we have shown in the papers referenced, to define new computation paradigms for KR and AI reasoning based on G-diagrams, that have appealing computing properties.

8.3 Diagrams For Models

We are interested to show the applicability of our method of generalized diagrams and model theory of AI to such problems of computational linguistics. To that end, let us examine the approach to defining models and denotations in brief.  Models are defined in [Nourani 87,93a] for Intentional Logic as a from of possible worlds semantics.

Definition 8.5 A G-diagram for a structure M is a diagram D<A,G>, such that the usual definition of diagram in model theory has a proper definition by a specified function sets.(
A surprising consequence from our planning techniques and theories defined since 1987 is [Nourani 94] where we proved as a theorem that  G-diagrams can encode possible worlds. The diagrams can be applied to define models for the IM Intelligent trees [Nourani 96f,97] with which intelligent syntax multimedia MIM defines a formal system and computing theory. Agent Morphisms and Design had been applied since [Nourani 93c] we present new techniques for design by software agents and new concepts entitled Abstract Intelligent Implementation of AI systems or  AII techniques have been applied to Heterogeneous KB9 [Nourani 96b] Design and implementation. 

9. Diagrammatic and Anological Models

The areas where we have applied diagrammatic reasoning include formal theories of DR[Nourani 87,93]. For related areas in diagrammatic reasoning see [Galsgow 96]. For the computational models of DR there is [Nourani 91,93a,NouHop 94,95a], and for the synergy between Cognitive theories, formal theories, and computational models for Cognitive theories there is [Nourani 96g]. Application of DR in AI[Nourani 83,91,95a,93a],logic[Nourani 87,95a,93b,NouHop 94],human-machine interfacing, visual languages [Nourani 95c] have appeared in our papers. We have applied diagrams to proof abstraction and analogical reasoning.  The IM morphed MIM logic is a foundation for a conscience logic which can be defined for specific reasoning models, for example analogical reasoning. Analogical reasoning rules [see for example Holy 96], the LISA project[Hum-Holy 96]. are specific deductive designs which can be embedded by MIM logic. Practical Cognitive anological reasoning models were reported by

10. The Consciousness Stages

The multiagent cognition project had started in 1993 with the Double Vision Computing, IAS 1995, Karlsruhe its initial publication. Since there has been the 1994-95 Abstract Linguistic and Meta-Contextual Reasoning, Intelligent Multimedia, MIM logic, and its consequent paper on Consciousness Science, abstract enclosed. The context abstraction and met-contextual reasoning abstract is also enclosed. In the papers diagrams for Cognitive modeling is applied and  scientific techniques applied towards a Conscience Science.  To my surprise since the month I found [Baars 97]  “In The Theater of Consciousness, The Workshop of the Mind” where there is the allegorical portraits to a conscience stage and “theater diagrams” for modeling conscience. 

VAS-Versatile Abstract Syntax [Nourani 97a,b,c] and Context Abstraction with diagrams and context operators might be a formal  way to start on for the Context staged at [Barrs 97]. Some of the ideas depicted have been in our papers since 1993. Specific areas are diagrammatic reasoning and context abstraction.  The “theater of conscience” is defined with the stage consisting of abstract concepts called Context, Operators, Behind the Scene. There is a director, spotlight controller and local context definition. The players are the Outer Senses, the Inner Senses, and ideas. The spotlight of attention shines on the stage where Conscience Experience is on stage and there are Fringes. There is a memory system, ways to interpret conscience context,autonomolism,  and it all rides on a motivational system. There are theater diagrams  for, for example, context behind a scene. 

11. The Fundamental Mind And Kant's Dielectics

The riddle of conscience: It is a puzzle conscience exits at all[Lockwood 89]. The splendrels of sleep: How can I be sure I am not always dreaming. For Kant conscience operates in the dichotomy between thinking objects and the thought object. There are two components of knowledge: spontaneity and receptivity. In cognition Kant’s spontaneity is not in the void. If acts of thought have objective bearing it is because they are filled with intuition of something that is given to the person, towards which the person is receptive. Whenever we know something through intuition something is given us. Kant calls it “sensibility.” Intuition is never anything but sensuous.[Kant 90,93].

[Chalmers 96] tends to the philosophical questions such as can consciousness be reductively explained. Is conscience logically Supervening on the physical. Cognitive modeling issues can be applied. There is the epistemic asymmetry question which has been addressed in practical terms in some of our papers. The explanatory question- can conscience be explained by physical theories. The ontological question: Is conscience itself physical. As Chalmers reviews, in the world there are conscience experiences. There is a logically possible world physically identical to ours, in which the positive facts about consiousness in our worlds do not hold. [Also see Heidegger 53 and Nourani 94,95a]. The Consiousness science formalized by our project since 1993 have applied  positivist thoughts. However, we have a logical route to Kant’s sensibility with mathematical precision upto infinitary models and logics, diagrammatic techniques, a multiagent cognitive theory, dynamic epistemics,  and the IM MIM logic towards such science.[Nourani 87 to 98 papers]. The morph Gentzen model for how human intelligence carries out proofs might be a way to start onto Kant's dielectics since the proofs themselves are closer to human cognitive experiences.  

12. Conclusion 

As a science IM and MIM are developing concepts and vocabulary to help us understand intelligent multimedia perception, cognition, and conscisousness science to a degree. The overview to a multimedia language, a logic-the MIM-logic and a brief view to the MIM's model theory is presented. The MIM morphed logic, hybrid pictures, trans-morphing, and agent morphisms are all novel concepts and techniques. General ways to define typical situations for sectors are defined by generic diagrams and are viewed with respect to a knowledge base and hypotheses. A computing conscience science can only be defined by combining AI, IM, Diagrammatic and analogical reasoning, and computational epistemics. The knowledge base consists of behavior descriptions, vocabulary definitions, objects and relations, decision rules and uncertain facts. Diagram functions are applied to key to specific areas and carry out inference.     
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